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| Foreword

The task of characterizing the problem to be solved (i.e., determining what must be accom-
plished, when, and under what set of difficulties) is basic to the proper planning of any function.
In the case of the technical aspect of space system design, this characterization takes the form
of a sequential description, or "profile,"” of mission requirements. Since the design of an over-
all system is a composite of the designs of its elements, requirements profiles are needed not
only at the system level but also at lower assembly levels. The formulation of these profiles for
lower level hardware elements involves a derivation process that uses the profile for the overall
system as a starting point.

The existence of many examples of well-designed space system hardware is evidence that
profile derivation, in some form, is being accomplished. However, the difficulties experienced
in many programs in evolving an adequate design, particularly when the state of the art is not a
problem, indicate that there is still room for improvement in:

(1) The ability to characterize the design challenge accurately
(2) Thedegree of technical discipline applied to the characterization task

NASA Reliability Publication NPC 250-1 entitled "Reliability Program Provisions for Space

Systems Contractors' requires the contractor to develop before-the-fact design specifications

| for each item of hardware down to the component (black box) level. This requirement is a

| deliberate effort to foster a disciplined approach to timely identification of the requirements to
be met by the design at all levels. The discipline involved here is the primary province of
project management and the systems engineering function; however, it is one of the key corner-
stones for the planning and achievement of reliability.

The systems approach has been recognized in concept and has been used for quite some
time, although for the most part in rudimentary form. In recent years, however, this approach
has evolved to a much higher degree of sophistication and is now being applied in a number of
areas including overall mission planning, hardware design, and management of research and
development (R & D) projects.

In the evolution of the systems approach, the tutorial literature has not kept pace in all areas
with advances in the application of the concept. This is particularly true in the area of identifying
detailed performance and environmental criteria at the component and subsystem levels, a task
which is essential to development of thorough design specifications. The present publication on
mission requirements profiles is intended to be of use in the identification of these aetailed crite-
ria. It presents (1) a basic methodology suitable for use in performing the derivation on a pro-
gram-wide front and (2) a general guide to selection of analytical techniques useful in making
such derivations in each of the functional subsystem areas covered.

This publication was developed under contract NASw-1032. Its authorship has been a com-
bined effort led by Mr. H. S. Watson and participated in by Messrs. R. J. Mulvihill, M.D.
Reed, and L. V. Klein, Miss W. C. Graham, and Mrs. H. M. Dye—all of Planning Research
Corp.—and the effort has been guided and edited by Mr. D. S. Liberman of this office. In addition,
many useful comments and suggestions from NASA field installations and program offices have
contributed significantly in clarifying and improving the presentation of the material; this as-
sistance is gratefully acknowledged.



As a technical aid, this publication is not intended to be mandatory. Rather it is hoped that
the methods, procedures, and information presented will find use based on their merits. Al-
though the experienced designer or project engineer may not find the logic presented herein to
be new to him, it is felt that this publication can be helpful (1) in orienting new personnel to the
use of a systems engineering approach to the design task and (2) as an information tool to assist
NASA or other personnel in communicating with contractors about the design specification area.

John E. Condon, Director
Reliability and Quality Assurance
Office of Industry Affairs

NASA Headquarters
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Summary

The present report describes a methodology for deriving the mission requirements profiles
of the subsystem and lower level hardware elements from the system profile. This methodology
consists of:

(1) Identification of the parameters that relate the functions and operations of the lower
elements to each specific function and operation of the overall system

(2) Arrangement of the parameters in the order of their importance to that function and
operation of the system (so that they can each be treated in accordance with the appro-
priate priority and allocation of resources)

(3) Resolution, through the selection and application of the most appropriate analytical or
empirical techniques, of the influences of each parameter from the system level to the
level of the element under consideration

(4) Compilation of the parameters and their influences derived in this manner into the mis-
sion requirements profile for the element in question

The appendices to this document are devoted to the presentation of supplementary data re-
garding parameters and analytical techniques necessary for the implementation of the method-
ology. These supplementary data, although incomplete in some respects, provide much basic
information. The types of data necessary and the considerations involved are adequately indi-
cated so the reader may add to the data provided from his own knowledge and from the literature.
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CHAPTER 1

Introduction

DEFINITION

The term "mission requirements profile' identifies a time sequence description of the oper-
ational events required from prelaunch to mission completion in order to accomplish the objec-
tives of a space mission. In practice, it may be quite difficult to present all the information
implied by this definition in a single concise format. Instead, the most frequently used manner
of presentation is a series of charts (frequently matrixes) which, as a composite, (a) show the
mission characteristics and constraints and (b) identify and describe in mission sequence the
pertinent environments and functions (and their parameter ranges) which describe the mission.
The use of a requirements profile to characterize the design problem is not restricted to the sys-
tem level. It is fully applicable also at the subsystem and component levels, and in principle it
applies even to the level of individual parts.

RELATION TO SYSTEMS DEVELOPMENT AND PROJECT EXECUTION

In order to place the contents of this document in proper perspective, some discussion is
helpful to show the relationship of this material to other descriptions of the systems engineering
approach. In the application of this approach to the overall research and development (R & D)
process for space and weapons systems, current literature (refs. 1 and 2) describes a series of
cycles or phases which successively:

(1) Select a desired mission to satisfy certain policy objectives and identify a number of
possible approaches for accomplishing the mission

(2) Determine the overall feasibility of conducting a project by use of any of the possible
approaches

(3) Study and compare the feasible approaches to select one for further development

(4) Develop and define a basic system design and project plan to implement the approach
selected

(5) Conduct detail design and hardware development, build and test the hardware, and finally
conduct the mission

The method described in this document applies in general to phases 2 through 5 above but has
its greatest utility in phases 3 and 4. This method follows the basic principles of identifying an
objective, describing it in terms of functions and constraints, developing implementation ap-
proaches (concept of system elements) for the functions, and identifying and quantifying the en-
vironmental and performance parameters which are an important part of the criteria for design
of these system elements.
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PURPOSE AND APPROACH

This publication is concerned with the development of mission requirements profiles for sub-
systems and components from the profile of the overall system. In a sense this development is a
derivation process; it takes into account the apportionment of system functions to subsystems and
components, provides for the performance of auxiliary functions, and considers induced environ-
ments created by interactions between system elements and the physical positions of the elements
within the overall assembly. The method described here for this derivation appears relatively
straightforward. However, it must be borne in mind that in practice the derivation process must

ad nueTou +i
be repeated numerocus times. Tirst it is used to cvaluate alternative design appreaches and later,

in an iterative fashion, it is used at successive times during the complete design cycle to redefine
profiles for subsystems and components as trade-offs are made in parameter allocations and as
new information is gained.

An example of a composite description of a system mission requirements profile for a very
early stage of project evolution appears as tables 1, 2, and 3 in chapter 2.

The primary objective of this publication is to present a methodology for the derivation of
the mission requirements profiles for subelements of the system and to provide guidance in the
selection of analytical derivation techniques appropriate for the solution of specific problems
under the constraints of budget, time, and required accuracy.! The methodology presented herein
provides a logical procedure for asking questions that lead to the development of the required
knowledge.

In view of the primary objective stated above, the scope of this effort was limited to con-
sideration of unmanned space systems and to treatment of the portion of the mission following
launch.. For this reason much of the detailed information relating to specific subsystems could
not be included. The methodology, however, is fully developed and sufficient subsystems are
treated in varying levels of detail (according to the individual need relevant to the state of the
art) to allow technical readers to make full use of this guideline.

Chapter 2 of this document discusses the content of a system mission requirements profile,
chapter 3 describes the methodology for subelement profile derivation, and chapter 4 covers the
way in which major parameters in the profile at the mission level relate to those at the system
and subsystem levels. The appendices present some of the data necessary for the application of
the methodology. Each appendix treats a different specific kind of subsystem.

Iaccuracy' as used here denotes that degree of faithfulness of representation of a parameter
needed for the actual system being studied.




CHAPTER 2

System Mission Requirements Profile

The system mission requirements profile, from which the subelement profiles are to be
derived, must define all the significant objectives and constraints that affect the mission. These
are enumerated as follows:

(1) The mission objectives must state what, when, and where some function is to be ac-
complished.

(2) The mission constraints must describe and clearly define the conditions (including pre-
determined approaches) that affect the way in which the objectives are to be accom-
plished. These include such items as flight path to be followed, weight limitation, life-
times, accuracy of position, choice of a particular launch vehicle, and spacecraft
orientation.

The profile must also show in mission sequence the functions to be performed and the en-
vironments which will exist. Finally, all this information must be set forth in a documented,
well-organized fashion to provide a useful working basis for all derivations. If the system mis-
sion requirements profile is not found in such a form, it will be necessary to construct one from
the information that usually exists in a number of separate sources (e.g., basic customer project
planning documents, specifications, contractual supplements, or study reports), since it is an
essential prerequisite for the success of the remainder of the derivation effort.

It should be borne in mind that the length and degree of detail of a mission requirements pro-
file increase markedly as the system evolution proceeds from the feasibility phase through con-
cept selection and, finally, to design. An ideal profile illustration might be the requirements
profile as it appears at the beginning of the design definition phase (phase 4 as given in the pre-
ceding chapter). However, such an illustration, which would be a small volume itself, cannot be
practically included here (see, e.g., ref. 3). Instead, tables 1 to 3 illustrate a simplified form
of the profile which might be used for one of the candidate approaches at the beginning of the
single-approach selection phase (phase 3 as given in the preceding chapter) for a hypothetical
solar-probe mission. Even for this purpose a true profile would be more detailed in stating the
rationale underlying the prescribed constraints and functional requirements and in discussing
various considerations affecting the design concept. Also, each of the major functions shown in
table 3 would be broken down into as many subfunctions as practical. (However, for any func-
tional requirements breakout made prior to configuration selection, care would be exercised to
avoid the listing of subfunctions which place unnecessary constraints on configuration selection.)
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Table 1,—Simplified Basic Mission Specification for a
Hypothetical Solar Probe Mission

I.

Mission Objectives:

The overall objective of the mission is to conduct a scientific exploration of the Sun and

its atmosphere by means of a spacecraft on a trajectory approaching within 0.3 astronomi-
cal unit (AU) of the Sun. Specific objectives include measurements of solar wind, magnetic
field, corona electron density, solar flares and cosmic rays. Priorities based on a concept
of 2 minimum mnanvna‘f‘n] miggion are expressed in terms of the IOllOWlIlE' Davmaa instiru-
mentation:

II1.

Primary Instrumentation

Magnetometer

Plasma probe

Charged particle telescope
Neutron detector

Secondary Instrumentation

VHF experiment (corona electron density)
White-light corona meter
Flare scanner

Predetermined Constraints:

Instrumentation Requirements:

1. The magnetometer will be of the triaxial-flux-gate type and must have a capability
of measuring magnetic fields of 0 to 50 gamma with an accuracy of +0.1 gamma.
The sensors will be mounted on a boom of appropriate length.

2. The plasma probe will be similar to that used on Mariner II and-be capable of
measuring fluxes of particles in the 0.1- to 1.5-keV energy range in flux densities
of 10" to 10° particles/cm2 sec-steradian within 10-percent accuracy. The instru-
ment must have a rotating mount to measure angular distribution of plasma.

3. The charged particle telescope (Explorer XII type) must measure fluxes of par-
ticles of 40 keV or greater energy in flux densities of 10° to 108 partlcles/cm sec-
steradian within 10-percent accuracy. It will also have a rotating mount to meas-
ure angular distribution of protons.

4. The VHF experiment will operate on the principle of Doppler shift caused by trans-
mission through the Sun's corona. It must have a frequency stability of at least one
part in 108,

5. 'The flare scanner will be mounted on a rotating platform (mechanical scanning)
rotating at low velocity, and will be sensitive to X-rays of 1.0 to 0. 14 length.

6. The neutron detector will be of the "phoswich' type and will count neutrons in the
5- to 20-MeV energy range in densities ranging from less than 1 particle to 100
particles per second. It must be mounted on a boom and point continuously at the
Sun.

7. The white-light corona meter must be capable of distinguishing brightnesses 10713
times that of the solar disc and must be mounted on a rotating platform.
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Table 1.—Simplified Basic Mission Specification for a
Hypothetical Solar Probe Mission—Continued

B. Trajectory:

The spacecraft will be launched on a heliocentric orbit with a nominal perihelion of 0.3
AU.

C. Weight:

Launch capability and trajectory requirements limit spacecraft weight to 400 pounds.

D. Launch Vehicle:

Largest vehicle to be considered is the Atlas-Centaur-X259.

E. Launch Site:

Launch will take place from Cape Kennedy.

F. Launch Constraints:

1. Azimuth, Territorial overflight and tracking considerations require a launch azi-
muth between 75° and 110°. Exact azimuth will depend on time of launch and es-
tablished orbit requirements.

2. Environments. The spacecraft and experimental payloads must be shock-temper-
ature-radiation protected to withstand at least the launch and orbital environments
shown in the phase /environment matrix.

G. Reliability:

Assuming proper orbit injection, the spacecraft, instrumentation, and primary experi-
mental payload must perform satisfactorily for the first 6 months with a probability of 80
percent and for the following 6 months with a probability of 60 percent. The secondary ex-
perimental payload shall have as high a reliability as possible, but not at the expense of
stated reliability levels for the primary payload.

H. Ground Equipment Location and Utilization:

The mission will use existing tracking and ground communications facilities. Initial
deep space net (DSN) tracking will be accomplished from Johannesburg, South Africa.
After the initial pass after launch, all DSN tracking and communications will be accom-
plished from Goldstone, California, using existing 85-foot antennas. Goldstone visibility
of 8 hours per day, except when the spacecraft is obscured by the Sun, is sufficient.

I. Payload Utilization:

Communication equipment, spacecraft instrumentation, and experimental instrumenta-
tion will, for practical purposes, operate continuously throughout the mission, although
capability for on-off command control from Earth will be required. In addition, attitude
control, solar panel, and antenna pointing adjustments will occur periodically.
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Table 1.—Simplified Basic Mission Specification for a
Hypothetical Solar Probe Mission—Concluded

J. Payload Positional Requirements:

The stabilization system must provide a pointing direction accurate within 0. 1° of arc.
This will suffice for telemetry and general payload. Special positional requirements for
experiments are given in paragraph II-A previously in this table.

K. Security:

Since this is a basic research mission, security is not a significant problem.

L. Tidelity:

Fidelity requirements must be determined separately for each payload experiment.

M. Scanning Rates and Data Storage Capability:

Scanning rate will be determined by meaningful frequencies for obtaining data from
each experiment, Data storage requirements will be dictated by (a) total bit requirements
from this source and on-board functions monitoring, (b) Goldstone visibility periods, and
(c) solar blackout of the spacecraft. A nominal storage capability of 100 days' accumula-
tion of data will be provided.

N. Power Supply:

Payload experiments preclude use of nuclear power sources. Power capacities will be
determined in tradeoff studies based on experiment requirements and considering other on-
board functions and constraints.
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CHAPTER 3

Derivation Process for System Elements

REQUIREMENTS PROFILES FOR SUBSYSTEMS

In this document, the profile derivation methodology for system elements has been reduced
to a 10-step process, as shown in figure 1. First the system mission objectives and constraints
are translated into a set of descriptive parameters (step 1); these parameters are then described
as a sequence of system-level functions and a sequence of environments under which they will oc-
cur (step 2). After a study of these functional and environmental sequences or 'profiles," a con-
ceptual system configuration study is made (step 3) to select the near-optimum subsystem types
and interface arrangements.

Attention is then turned to the subsystems, and in step 4 the subsystem performance and en-
vironment parameters are related to those of the system. With the aid of a criticality matrix
(step 5), parameter priorities are established so that time and funds can be more efficiently
allocated.

The analysis technique that is most appropriate to the solution of the relationships between
system and subsystem requirements is selected (step 6) and then applied (step 7) in order to
resolve influence from system level to subsystem level. A grapic presentation (step 8) of the
subsystem performance and environment profiles is then made.

The current state of the art is examined in step 9 to determine whether the approach results
in an attainable system, and a projection of the state of the art is made. The last task (step 10)
is to decide whether the derived subsystem profile represents a set of subsystem requirements
which can be met with reasonable expectation. 1If the decision is affirmative the design specifica-
tions package can be prepared for the various subsystems by utilizing the results of step 8. If the
decision is negative the configuration study of step 3 must be reevaluated, and the remaining
steps must be repeated on the basis of a new configuration.

The derivation of profiles for components from those of their respective subsystems is per-
formed in the same way as that described above for subsystem profiles (i.e., the subsystem now
replaces the system and the component of interest replaces the subsystem). The following para-
graphs discuss the steps in further detail.

STEP 1: IDENTIFICATION OF OVERALL MISSION AND SYSTEM REQUIREMENTS

The first concrete operation to be performed is the identification of the overall objectives
and characteristics of the mission. Lists of typical mission characteristics (constraints and
performance requirements) useful in describing the system level are herewith given.

Typical mission constraints are:

(1) Purpose
(2) Destination and path
(3) Location (launch site)

{4) Target launch date
(5) Reliability
(6) Configuration limitations

i1
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Figure 1. —Profile derivation flow diagram.
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(7) Weight limitations
(8) Envelope limitations

Typical system performance parameters are:

(1) Trajectory
(2) Weight
(3) Envelope
(4) Payload utilization profile (what does what when)
(5) Support-equipment utilization profile (what does what when)
(6) Payload sensitivities (such as resolution required of sensors)
(7) Locations (ground-station locations, launch sites, etc.)
(8) Information rate
(9) Fidelity (accuracy of information transfer)
(10) Security
(11) Payload positional requirements (such as pointing accuracy)
(12) Payload dynamic limitations
(13) Reliability
(14) Storage requirements
(15) Configuration requirements

These lists are representative; not all these parameters will be applicable to any one system,
and additional parameters may be necessary.

By defining the set and then quantitatively defining the time history of the values of the
parameters, the system profile is described in a manner adapting it to analytical treatment
{this is done in step 2). Sometimes the maximum or minimum values of the individual param-
eters are sufficient. The primary concern of the user is not to adhere strictly to a precon-
ceived arbitrary list but to take sufficient time and apply sufficient study to the analysis of sys-
tem mission requirements; this will ensure that the set of parameters selected describes the
mission completely {rom the functional, environmental, and operational standpoints. '"Param-
eter," as the reader will note, is used with a broader meaning in this publication than the usual
one. Here "parameter' includes some nonquantitative items because many of these items act as
parameters in the truest sense in the design process (e.g., type of power source and launch site).

STEP 2: DETERMINATION OF SYSTEM FUNCTIONAL AND ENVIRONMENTAL PROFILES

The second operation expresses the problem in terms of functional and environmental re-
quirements. Functional requirements describe types and elements of work that must be accom-
plished by the operation of the equipment in order that the mission objectives will be realized.
Environmental requirements are those conditions under which the equipment must be capable of
operation in order to achieve the necessary performance.

This step involves two tasks:

(1) Construct the system function profile by showing on a time scale all the system-level
functions that must be performed to accomplish the mission under conditions prescribed
for the mission.

(2) Construct the system environment profile by showing on a time scale the significant
properties of the surroundings (and their limits) which are likely to have an effect on
the operation or survival of the equipment.
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Some typical system functions are:

(1) Structural support

(2) Navigation and guidance

(3) Attitude control and stabilization

(4) Electric power

(5) Propulsion

(6) Communications and telemetry

(7) Command and sequencing

(8) Environmental control

(9) Scientific experiments (measurements and operations)

Some typical system environment parameters are:

(1) Pressure
(2) Temperature
(3) Thermal radiation
(4) Acceleration
(5) Ionizing radiation (gamma)
(6) Particulate radiation (protons, neutrons, nuclei)
(7) Gravity field
(8) Magnetic field
(9) Large particles (micrometeoroids)
(10) Humidity
(11} Atmosphere
(12) Vibration and acoustic noise
(13) Shock

It should be borne in mind that for any specific application these typical lists must be ex-
panded as necessary to cover all significant parameters in order to specify completely the func-
tions to be performed and the environment to be experienced by the system.

STEP 3: SYSTEM CONFIGURATION STUDIES

The determinations of the system functional profile and system environmental profile set the
stage for a series of trade-off studies (including configuration studies) directed to arriving at a
near-optimum selection of subsystem types and interface arrangements in order to meet overall
system requirements. In the purest sense, this step is design rather than profile derivation. It
must be performed as an integral part of the derivation process, however, because it is neces-
sary before the profile derivation can be continued, and it can occur only after the completion of
the first two steps.

The system configuration study consists basically of three tasks:

(1) Evaluate information from the system profile and the predetermined design constraints
from the system profile

(2) Derive all feasible system-level subsystem characteristics, and determine possible
technological methods and approaches to implementing subsystem functions

(3) Apply optimization techniques to select the most appropriate of these feasible items

In the second task above, several definitions are helpful. 'System-level subsystem charac-
teristics' designate those functions that exist within the bounds of a subsystem but either are
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system functions or are closely related to system functions. For instance, the power source
(solar cells, fuel cells, isotopes, etc.) is a part of the power supply subsystem, but because of
its effect on all other subsystems (weight, possible environment modification, power require-
ments, etc.) it must receive attention at the system level. Likewise, a transmission scheme is a
part of the communications subsystem but must receive attention at the system level because of
its relationship to information capacity and the spacecraft /ground station distance at any given
time. "Technological methods' are possible physical approaches to performing some function.
They might, for instance, specify that digital data from the spacecraft be pulse-code modulated
for transmission or that three-axis stabilization be achieved with the use of infrared sensors.

Figure 2 is a flow diagram of a configuration study illustrating the interrelations of the three
tasks, their major steps, and the typical decisions to be made regarding implementation of the
system.

The system configuration study requires judgmentive scaling of previous craft, modification
of previous equipment, etc. and is usually best performed by a team of preliminary designers
and/or system engineers. Often it is actually accomplished in several steps with more than one
team participating. This situation arises naturally during the R & D process, the iterative nature
of which is discussed more fully in step 6.

STEP 4: IDENTIFICATION OF SYSTEM/SUBSYSTEM PERFORMANCE
AND ENVIRONMENTAL PARAMETERS

It is now necessary to identify those specific parameters which relate the performance and
environment criteria of each subsystem to the performance and environment requirements of the
system (e.g., incident radiation environment, heat rejection from thermal-control subsystem,
and heat flow between subsystems).

The necessity of identifying the major relating parameters at the system level before at-
tempting to deduce the requirements at subsystem levels is axiomatic. Although the identity of
the parameters of interest seems evident in many cases, the process of identification must be
careful and complete; otherwise significant problems may appear during the development pro-
gram that should have been eliminated in the system design phase. The foliowing exampie iiiu-
strates this point.

Example: Design a sounding vehicle for the purpose of near-source investigation of the
variation of the spectral emittance of clouds with geographic location. Some of the require-
ments on various subsystems are fairly obvious, while others are not. For example, it is
quite evident that the desired trajectory is one of the major parameters influencing the re-
quirements on the propulsion subsystem. On the other hand, it is not nearly so apparent
that the launch-site location is one of the system parameters placing major, and possibly
governing, requirements upon the thermal-control subsystem. The reasons for such in-
fluence arise logically from the requirements of the mission. For near-source measure-
ments of cloud properties, a sounding vehicle is a logical choice. Generally, the thermal-
control problem is relatively mild for near-earth sounding vehicles because of the relatively
short time durations of interest. In this particular case, however, the measurement of
properties related to geographic location utilizing a sounding vehicle dictates that the launch
sites encompass the extremes of earth thermal environments. Therefore, since the thermal-
control subsystem must maintain the equipment within acceptable temperature limits for
relatively long periods during prelaunch checkout and launch preparation, the launch-site
locations may well be the governing factors in determining the requirements of the thermal-
control subsystems.
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Unfortunately, there exists no one simple method for relating the subsystem and system pa-
rameters that will insure that all the correct parameter identifications are made. However, a
logical general approach to the problem is as follows:

(1) Each subsystem specialist compiles a list of the major performance and environmental
parameters characteristic of his subsystem.

(2) Each of the parameters on these lists is then checked with each of the parameters on the
system parameter list previously compiled.

This procedure will help to reveal any combinations that represent important relationships.
STEP 5: ALLOCATION OF PARAMETER PRIORITIES

Step 5 provides visible relative importance ratings for the problems to be resolved so that
resources can be allocated in the most efficient manner. Although this may be considered a
management concern, it is included as a step in the derivation of subsystem profiles because it is
necessary for optimization, it is important for an organized and efficient approach to the deriva-
tion process, and it is essential for the creation of more reliable systems within the time and cost
limitations.

The following method can be used to perform this step in a consistent and convenient manner.
This method employs a criticality matrix, which is formed by listing all the subsystems involved
in the system in rows (or columns) and defining the remaining dimension of the matrix, columns
(or rows), by each of the performance and environment parameters from the system profiles.
Each of the n-intersections of the matrix is then identified with an index number which indicates
the criticality of each intersection relative to all the others. An example of such a criticality
matrix is shown as table 4.

The criticality of a particular intersection is a function of two considerations:

(1) The importance to the success of the mission of attaining a high degree of accuracy in
establishing the relationship between the subsystem and system parameters represented
by that intersection. In each case, this must be determined by sound engineering judg-
ment.

(2) The difficulty and complexity of deriving this relationship.?

The importance of the accuracy of the derived relationships and parameter values depends on
the particular mission and system configuration involved. The accuracy required in the deriva-
tion of a particular subsystem parameter value relates directly to the accuracy required of the
related system-level property in order to achieve the mission objectives. Other factors affecting
the derivation accuracy required are the phase of project life and the step of the design process
involved in the particular case. These are described on page 3 of this publication.

’The evaluation of the difficulty and relative costliness of the necessary analysis is covered
in appendices A to E.
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Table 4.— Example of Criticality Matrix!

7 |8
o Q
s |% £
Parameter = wn| XN 2] <
n g | 2 g
3% 5 © g Z2lo g
System SR e|BS|E|BE
SEl8glsg | 2|28
S| 58S E2Ti 9| ®E
[STREE A [ o VRN O I ¢S I ~ A
Communications 7 10 2 5 1
Power 1 7 3 6 1
Structure 8 1 3 1 6
Thermal 3 10 2 4 9
Propulsion 7 1 3 2 5
Guidance and control 6 2 3 4 5

INotes:

(1)

The index assigned to each intersection is based on the
necessity (criticality) of establishing the relationship
between the subsystem and the parameter and the dif-
ficulty expected in deriving the relationship. For ex-
ample, the index assigned to the thermal /payload utili-
zation profile intersection is considered critical for
many satellites because accurate determinations are
necessary, and complex thermal models and analyses
are necessary to make the determinations. In the

case of the thermal /envelope requirements intersec-
tion, however, less criticality is attached because the
relationship is straightforward, and the determinations
are simple, even though the requirement for compati-
bility is important.

The index used in this matrix ranges from 1 (least
critical) to 10 (most critical), but the index system may
be of any form convenient and significant to the task
manager.
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STEP 6: SELECTION OF ANALYSIS TECHNIQUES

The objective of the selection of the analysis techniques is to select the least costly technique
necessary to achieve the accuracy required for each development phase. In cases where the
relationship between the system and subsystem requirements is simple and straightforward, it
may be necessary to consider only one method of analysis, although usually it will be necessary
to consider more than one. In any case, it is still necessary to decide whether to proceed with
the immediate rough estimate or to spend additional time and effort to refine the estimate.

The decisions concerning the appropriate technique to use and the degree of refinement
needed will be influenced by several factors.? The minimum factors for any case are:

(1) The need for accuracy in the solution of the relationship
(2) The time available for obtaining the answer
(3) The cost of analysis.

Although these factors were discussed in step 5, further comments concerning accuracy are
appropriate here,

Two classes of problems are quite different in their accuracy requirements: First, those
problems in which the objective is to determine whether a requirement at the subsystem level is
significant (this class will normally not require an extremely high degree of accuracy) and sec-
ond, those problems concerned with obtaining a numerical solution for further refinement of the
design requirements (this class may require either high or low accuracy, the degree of accuracy
depending on several factors as discussed helow).

An example of the first class of problems might be the determination of whether a particular
source of power can be used on a particular spacecraft. Moderate accuracy can be tolerated here
because the object is to distinguish between relatively large increments of power requirement
(whether on the order of 400 or 4000 watts will be required). In such cases efficiency dictates
that the analytical technique chosen should not be more refined than is necessary.

For the second class of problems, the selection of an analytical technique that optimizes
the trade-oifs between required accuracy, analysis timce, and analysis cost is far more complex,
Here the accuracy required depends on the size and complexity of the system, the phase of de-
velopment involved, the particular subsystem of concern, and the objectives of the mission. For
example, the problem might be the selection of the technique of analysis to determine the allowable
drift rate for the stabilization subsystem of an earth satellite whose mission is to produce moon
photographs of a given resolution.

The effect of the development phase for which the profile derivation is being performed must
be considered. The several phases that exist in the design and development process are given on
page 3 of this publication. Attempts to provide high accuracy are usually neither necessary nor
appropriate in the early phases. This situation exists because the whole development process is
accomplished in a highly iterative manner, with each iteration bringing in more details as well
as fixing more closely upon design, performance, and environmental characteristics. Table 5,
which follows a hypothetical system as it progresses through the phases of design, development,
and fabrication, shows some of these iterative steps.

3Appendices A through E, each describing a typical spacecraft subsystem, give further de-
tails for selecting analysis techniques for the parameters of each of these subsystems.
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Table 5.—Iterative Steps in Design and Development of a Hypothetical Space System
[Subscripts on step numbers indicate iterative repetition of a step; e.g.,
2, means first repetition of step 2]

a,b

1. Mission is conceived.
2. Mission objectives are defined.

3. Mission requirements profile is derived and; a profile results which obviously cannot
be achieved with the launch vehicles available.

2,. Mission objectives are redefined to relieve the launch vehicle requirements.
3;. New mission requirements profile is derived.
4. Requirements profile, including the launch vehicle constraints, is defined.

5. The request for proposal (RFP) is prepared for a space vehicle to fulfill the mission
profile utilizing the designated launch vehicle and the existing ground facilities ex-
cept for peculiar ground support equipment (GSE) which must interface with the exist-
ing facilities. First-cut system specifications are included.

6. Proposals are prepared by five potential contractors, each including a second-cut de-
termination of system requirements, a first-cut system configuration, and a first-cut
derivation of subsystem performance and environmental requirements. Three of the
proposals (those presenting the best thought out design approaches) note that signifi-
cant state-of-the-art advances are required in the guidance and control subsystem.

3,. Mission requirements profile derivation is reviewed by NASA and modified to relax
the guidance and control requirements.

4,. Requirements profile definition is modified.

5. RFP is modified so that the system specification reflects the changes. Proposal re-
vigions to incorporate the changes are requested.

6,. Proposal revisions are prepared by the potential contractors.

7. The proposals are evaluated by NASA, and two study contractors are chosen for pre-
definition studies.

8. During the predefinition phase each of the study contractors make a third-cut determi-
nation of system requirements, a second-cut determination of system configuration,
and a subsystem configuration study.

9. Studies are evaluated, and system contractor (one or more) selected by NASA initi-
ates the definition phase. Definition phase includes a fourth-cut derivation of system
requirements, a third-cut system configuration, a third-cut subsystem requirements
derivation, and a second-cut subsystem configuration. First-cut component require-
ments derivations may be included.

10. During the succeeding phase, the contractor performs component design studies, may
revise the subsystem configurations and component requirement derivations, and-
completes the design and fabrication of the system equipment.

AThis particular example does not use phase project planning.

brhig hypothetical case by no means exhausts the iterative possibilities encompassed within
the design & development process. It does point out the necessity of initiating a system.
concept with fairly loosely derived requirements and proceeding in iterative steps toward
more and more accurately derived requirements as lower and lower levels of system ele-
ments and design details are treated. The application of the proper talents, ranging from
system analysts to detail designers, thus occurs at the most suitable levels.
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STEP 7: RESOLUTION OF INFLUENCE FROM SYSTEM LEVEL TO SUBSYSTEM LEVEL
This step involves three tasks:

(1) Ascertain that all the necessary inputs from system level considerations are available
and correct.

(2) Model the relationship in block-diagram form for each subsystem. The model should
include (a) all the significant system parameters affecting the relationships between the
system and the subsystem, (b) output parameters affecting the performance of the sys-
tem and of other subsystems (interface considerations), and (c) the significant subsys-
tem input parameters, which may in some cases be identical to the system parameters
involved and may depend heavily on the relationship of other subsystems to the subsys-
tem of interest. Relationships should be defined in terms of system parameters
wherever possible. Figure 3 is a diagram of this type for a thermal-control system.

(3) Apply the analytical technique selected in step 6 in order to resolve the influence of the
system requirement parameter on the output parameters of the subsystem. The solution
obtained defines the requirements placed upon the subsystem by virtue of the system re-
quirements as a function of time (i.e., the mission profile).

E xternal
thermal

inputs

= f (trajectory)
=f (time)

+ p—
Desired thermal environment = l Heat
| i f (pavload sensitivities, reliability) [ I reiactad

—p Thermal - f (time)

control —7
¢ subsystem

]

Internal

System "

requirement

thermal

inputs

= f (payload

utilization

profile,
Note: support
Salient features of this diagram are (1) the indications equipment
of the parameters which relate the system/subsystem re- utilization
quirement and the subsystem/system output parameter (i.e., profile)
desired thermal environment and internal thermal environment, =f (time)
respectively, (2) the significant subsy stem input parameters,
and (3) the remaining subsystem output parameter.

Figure 3.—Block diagram of thermal control system/subsystem parameter
relationship. ''Function of" is denoted by f.
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STEP 8: COMPILATION OF SUBSYSTEM PERFORMANCE AND ENVIRONMENTAL PROFILE

The performance and environmental requirements of the system which were resolved to the
subsystem level in the preceding step are now to be compiled into a useful and easily understood
presentation format. The clearest presentation format for the subsystem mission requirements
profile is the graphic one, which should be utilized whenever possible.

For graphic presentation the choice of coordinates is simple, since the common denominator
relating all the parameters of interest is mission time, and the value or levels of the parameters
are the dependent variables. Such a profile shows the major performance conditions that must be
achieved, the major environment conditions to which the subsystem will be subjected, and the
points at which changes occur in the mission-time domain. Figure 4 is an example of a subsys-
tem mission profile presentation for the thermal-control subsystem. The determination of the
tolerance limits may be approached in a number of different ways, which range from engineering
judgment estimates to Monte Carlo simulation error analysis. A brief general treatment of this
area of analysis appears in the next chapter of this publication. For other subsystems, or even
for other thermal-control subsystems, other environmental inputs, such as vibration and radia-
tion, should be shown.

This method of compiling and presenting the subsystem mission profile creates a totally de-
scriptive picture of the subsystem design requirements and is also a convenient form from which
to prepare specifications. Often a specification can be significantly improved by including its
mission profile directly in the specification as the performance requirement definition.

STEP 9: EXAMINATION OF STATE OF THE ART

The state-of-the-art capability for each subsystem of concern must be examined to form a
basis for determining whether the approach taken thus far will result in an attainable hardware
system or is beyond '"real world' design capability. Effort is concentrated almost entirely on
the characteristic performance and environmental parameters identified as being of major im-
portance to this particular mission.

An examination of the present state-of-the-art capability for each subsystem may take many
forms, such as consulting a knowledgeable subsystem specialist, reviewing current literature in
the field, or appraising recent systems of a similar nature. Since the main purpose is assess-
ment of the present state of the art for each subsystem in preparation for step 10, a significant
expenditure of time or effort is generally unneccessary.

STEP 10: DETERMINATION OF ABILITY TO MEET SUBSYSTEM PROFILE

A determination must be made of the possibility of achieving the subsystem requirements
dictated by the subsystem mission requirements profile within the present projected state of the
art. This assessment, which depends heavily on engineering judgment, is of singular importance,
since it may carry far-reaching implications.!

Two activities are involved in this step. First, a decision must be made on the extent of
projection of the state of the art that can be reasonably expected for the subsystem design area
in question. TUnless the system is to be composed of available hardware (which is an unusual
situation where space systems are concerned), some projection of the state of the art is neces-
sary. It is generally the tendency to be overly optimistic in this projection, and a word of

41n the case of missions involving rare opportunities (because of celestial factors), mis-
judgement of the state of the art can result in abandonment of an opportunity after a large pro-
portion of the costs have been expended.
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caution is appropriate. Projections should be based on the trend over the past few years, ex-
cept in fields where major breakthroughs have occurred. Although it is almost inevitable that
additional breakthroughs will come in various fields at some time in the future, it will usually
be disastrous to system planning to depend on their occurrence during any specific period.

The state-of-the-art projection should be bounded by tolerance limits. The upper tolerance,
however, is of no interest. It is too risky to depend upon capability based on a projected state of
the art above the nominal. The lower tolerance limit in the projection should be based on the in-
crease that is expected to take place through normal evolution without any really significant tech-
nological advances.

Second, a decision should be made whether the subsystem profile represents a set of subsys-
tem requirements that can be met with a reasonable expectation in light of the profile projection
reached above. If it is decided that the requirements cannot be met, then the profile derivation
process must revert back to the system configuration study (step 3) to determine if a more
promising system configuration can be made for accomplishing the mission. If this decision is
negative, the mission profile itself and the mission objectives must he reviewed and modified.

If it is decided that the requirements can be met, the design specification packages for subsys-
tems can now be prepared.

REQUIREMENTS PROFILES FOR COMPONENTS

Once the mission profiles for the subsystems have been derived, the mission profile for
each component can be derived from that of its parent subsystem by using the same 10-step
procedure as that described above.




CHAPTER 4

Profile Relationships

The present section discusses relationships that exist between mission and system param-
eters and the fundamental principles which underlie them. References are provided for addi-
tional details concerning most of the relationships. The references list is not exhaustive but
contains representative samples to direct the reader conveniently to pertinent areas of literature.

MISSION/SYSTEM RELATIONSHIPS

The relationships between the mission and the system required to perform the mission are
philosophically quite straightforward. They can be represented as cause and effect relationships,
with the mission objectives representing the effects and the system parameter requirements
representing the causes. The relationships between cause and effect, however, are not always
amenable to straightforward mathematical description. For this reason, the derivation process
at the mission/system level, and in some cases at lower levels, is sometimes better pursued
through knowledgeable estimation and extrapolations from recent experience, rather than through
pure mathematical analysis. It should be noted here, however, that approaching a difficult deri-
vation analytically is far better than applying experience which is not truly appropriate. Table 6
shows the major parameter relationships between mission and system, that is, the cases where
important cause and effect relationships definitely exist. In the development of the mission pro-
file at every level, it is desirable to quantify as many of these relationships as possible as early
in the derivation process as possible. Those which cannot be practicably quantified at any phase
ot the effort or hardware ievel must be handied quaiitatively, of course, but effort shouid be ex-
ercised to keep this group to a minimum. However, regardless of state of quantification, it is
essential to define all the parameter sets to the greatest extent possibie at each level.

The following subsections present discussions and some references related to the determina-
tion of the relationships that influence the major system parameters.

PAYLOAD SENSITIVITIES

The payload of a space vehicle may be scientific experiments, communication relay equip-
ment, or whatever relates directly to the primary purpose of the mission. The necessary pay-
load sensitivities can be determined from the physical laws governing the phenomena to be in-
vestigated and the definition of the accuracy necessary to achieve the mission purpose. Also,
there usually will be a relationship between sensitivity and the distance of the payload from the
source of the phenomena. See references 4 and 5.

PAYLOAD UTILIZATION

The payload utilization profile is a function of the times during the mission the payload is
brought into a position appropriate for the detection of the phenomena of interest. It may also

relate to the proximity (or visibility) to ground stations (communications and command consider-
ations).
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Table 6.—Mission/System Parameter Interaction Matrix

2
S
Mission parameter b= g
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System parameter g | 2leg|le|&| 2ol 3
ElE| B P21
S o5 | s | 0] 8]l]9
Al o |&|olB R |~
Payload sensitivities X | X
Payload utilization X (X X
Support equipment utilization X | X
Information rate X | X X
Fidelity X
Security X | X X
Payload positional requirements | X
Payload dynamic limitations X
Trajectory X | X X X X X
Weight X X
Envelope X X
Ground element location X | X X
Storage requirements X I X X | X
Reliability X | X X X
Configuration constraints X X X
Natural environment X X

SUPPORT EQUIPMENT UTILIZATION

Support equipment is that equipment which operates in support of the space vehicle payload,
such as power supplies or thermal-control equipment in some cases. Support equipment utiliza-
tion profiles are generally a function of the payload utilization profile and the trajectory. The
relationships with the trajectory depend primarily on maneuver requirements and proximity to
ground stations.

INFORMATION RATE

The basic information rate results from the range and the precision desired in the measure-
ment of the phenomena of interest and from the amount of engineering necessary for operation and
performance assessment. These considerations depend on the mission purpose. See references

6 and 7.
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FIDELITY

The fidelity required is simply the accuracy and precision necessary to the accomplishment
of the mission purpose. Fidelity requirements apply primarily to instrumentation and are ex-
pressed in terms of the resolution of optical, photographic, or television payload elements and in
terms of the precision and accuracy of measuring payload elements. See references 4, 5, 8,
and 9.

SECURITY

The need for security may or may not exist in the space missions of interest. In cases
where it does exist, it usually relates to the communications channels and is influenced primarily
by the trajectory (a function of destination) and the ground-station locations. Command addresses
often play an important role in maintaining secure control of the space vehicles.

PAYLOAD POSITIONAL REQUIREMENTS

Primary requirements for payload positioning at this level relate to definition of the neces-
sary pointing directions required for the various payload sensors. The pointing directions are
determined by the purpose of the mission.

PAYLOAD DYNAMIC LIMITATIONS

Limitations on angular velocity or angular acceleration may be important for some payload
sensors, particularly for photographic and optical type sensors in general. The relationships
are straightforward and can be found in many physics and dynamics texts.

TRAJECTORY

The mission definition of the destination automatically gives rise to the selection of a trajec-
tory. The trajectory usually will be selected to minimize either energy requirements or flight
time to the destination; in some cases a compromise between the two may be desired. The
science of orbit and trajectory computation has been refined to a sophisticated point and many
sources of reference exist. Preliminary determinations involve reasonable hand calculation,
while more exact determinations involve computer and computations. See current periodicals
and references 10 to 12.

WEIGHT

The weight of the flight system is usually determined by mission requirements, launch ve-
hicles available, destination, and possible landing requirements. The maximum allowable weight
is often specified as a predetermined mission constraint.

ENVELOPE
As with weight, the envelope is usually determined by the launch vehicles available and

aerodynamic considerations during launch. The maximum allowable envelope is often specified
as a predetermined mission constraint.




28 MISSION REQUIREMENTS PROFILES

GROUND ELEMENT LOCATIONS

In the purest sense, the purpose and destination of the mission should dictate the locations of
launch facility, tracking stations, and communications stations. However, in practice the loca-
tions of these facilities are usually fixed. Therefore, the sequencing of critical events in the
mission profile must be adjusted to make the most advantageous use of these fixed locations (by
selecting those most favorably located to give the desired coverage) and the functional capabilities
of the existing stations. See references 10 to 12.

STORAGE REQUIREMENTS

The necessity for significant periods of inactive storage on earth, in orbit, or on a celestial
body other than earth may exist for certain missions. Such requirements are a direct function of
the purpose of the mission and the range of time involved in the total mission.

RELIABILITY

Required reliability is usually specified for the system in the mission profile. This relia-
bility is a function of the purpose of the mission (its importance), the destination (difficulty of
attempting the mission several times rather than a very few times), and the target date for the
mission (advance in state of the art).

CONFIGURATION CONSTRAINTS

The constraints placed on the configuration are influenced by the launch vehicles available
(envelope), the purpose, and the target date for the mission. The purpose of the mission dictates
the view areas for sensors and in some cases dictates that provision be made for specific sen-
sors at significant distances from the flight system to reduce interference that unavoidably exists
near the bulk of the flight system. The mission target date may be influential in restricting var-
ious types of power conversion, control actuation, etc., because of the state-of-the-art situation.

NATURAL ENVIRONMENT

The natural environment is related directly to the destination and trajectory of the system.
The known existing natural environments are well documented, and the system's exposure to
them over mission time and trajectory is examined so that cumulative exposures (sum or integral)
and extremes can be recorded. For those missions involving unknown environments such as
planetary atmospheres, due allowances must be made (and identified as estimates) in the en-
vironment profile. See references 4 and 11 to 13.

TOLERANCE AND ERROR ANALYSIS

The problem of determining allowable tolerances or errors from nominal performances is
closely related to the derivation of performance requirements and may be of major concern in
any profile derivation problem. The allowable tolerance for a performance-related parameter
is the allowable change in performance divided by the extent of change in performance with
change in parameter.

Three determinations are necessary in this problem:

(1) The allowable change in performance
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(2) The extent of change in performance with changes in each performance-related parameter
(3) The cumulative effect and interrelationship of all the parameter changes taking place
simultaneously

The first determination relates back to the mission profile. The allowable change in a sys-
tem parameter (or parameters) is governed by the performance (achieved value) of that param-
eter necessary to accomplish the purpose of the mission. Often at this level the determination
must depend on engineering judgment or past experience. In some cases, however, the physical
laws involved will allow the determination; for example, if a mission is to photograph an area on
the moon's surface from a distance of 1,000 nautical miles and the photographs are to show sur-
face irregularities with maximum dimensions of no less than 50 feet, the physical laws of optics
and geometry will allow the determination of the performance variation allowable in pointing
direction of the optical components.

The second element of the problem is affected by whether the performance of concern is
steady state or dynamic. For instance, in the above example the next level is the determination
of the allowable tolerances on the accuracy and drift rate of the attitude control and stabilization
subsystem. The determination of the applicable tolerances may require significantly different
approaches for steady-state performance (i.e., constant perturbing forces) than for dynamic per-
formance (i.e., time varying perturbations).

STEADY-STATE PERFORMANCE

In cases where algebraic equations relating performance to the parameters are available,
steady-state performance variations can be determined by taking partial derivatives analytically
or by taking finite differences. For steady-state analysis, linear approximations of the actual
performance to parameter-relating functions (which may be nonlinear) are usually sufficient.

DYNAMIC PERFORMANCE

Dynamic performance variations introduce another factor. For dynamic inputs, most sys-
tems have errors that are functions of the values of the system parameters A so-called "dy-
namic partial,” A overshoot/A parameter (where A indicates change), of performance versus
parameter change can be obtained by using nominal and off-nominal values for the system param-
eters to compare system dynamic responses. This determination is often made through simula-
tion, by using either computations or empirical tests. For most systems which contain non-
linearities, the A overshoot/A parameter gradient will not be uniform over wide ranges of
operating conditions. It is therefore necessary to determine the range of validity for the "dy-
namic partial” hefore applying it to wide deviations of operating conditions.

RANDOM PARAMETER ERRORS

The errors in parameter values of interest in many practical cases are independent of one
another and their variations are random in nature. In this particular case, the combined effect
of the errors on the overall system can be estimated by the square root of the sum of their
squares; i.e.,

n . ,]1/2
Random system error :[Zl (Individual random parameter errors)

In the situation where the effect on performance is linearly related to the parameter errors, the
performance error can be determined in like manner. In cases where the relationship is not
linear, more complex relations apply.
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SYSTEMATIC AND RANDOM ERRORS

Systematic error, which may be involved in situations where nonlinearities exist, cannot be
combined with random errors on the same basis as that on which only random errors are com-
bined. In many cases, knowledge of the existence of systematic error allows it to be eliminated.
Where this is not feasible, systematic and random errors can be satisfactorily combined to a
first-order approximation by separating the two types, combining the random errors, and com-
bining the systematic errors algebraically, i.e.,

(Net systematic error) =

Individual systematic errors
including effects of signs of
errors

The total resultant system error then is

[(Net systematic error)® + (Net random error)

SIMULATION

Monte Carlo simulation techniques are often used to evaluate complicated tolerance relation-
ships. This method obtains approximate evaluations of mathematical expressions which consist
of one or more probability distribution functions; it uses random sampling to play a game with a
man-made simulation model, and the experiment is repeated to obtain average results. Very
complex problems can be handled with the Monte Carlo simulation coupled with digital computers.
See references 14 to 18.

SYSTEM/SUBSYSTEM RELATIONSHIPS

The foregoing portions of this publication have described the basic approach to the derivation
of mission requirements profiles and the governing relationships between the mission and system
levels. As the process proceeds to the subsystem and lower levels, the derivation of parameters
becomes more exacting and requires more intensive knowledge of the many and varied specific
subsystem and component technologies involved.

Since the primary objective of this publication is to describe and discuss the general method
for profile derivations, it is not practical here to attempt to provide detailed treatment of all
types of subsystems. However, to compliment the description of method and to illustrate the
considerations involved in the relationships between the system and subsystem levels, six dif-
ferent kinds of subsystems are treated in some detail in appendices A through E. The selection
of subsystem examples has been made primarily from the unmanned spacecraft area (spacecraft
and ground equipment). However, an attempt has been made to orient the discussions within each
appendix in as general a manner as possible so that they can also serve as selective illustrations
for subsystem relationships on manned spacecraft or launch vehicles. Experimental payload
must be identified and considered as one or more subsystems during the derivation process.

Of the examples provided in the appendices, not all are treated in the same depth. The more
straightforward system areas for which the analytical study techniques are most widely recog-
nized are treated in the least depth, while the more difficult subsystems are treated more in-
tensively and appear first. Those treated in least depth appear toward the end of the appendices.
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In each appendix, the information presented centers around the relationship between the sys-
tem level and the particular subsystem being treated. The relationships of parameters between
these levels are discussed, and, where applicable, the mathematical relationships are given.
The techniques of analysis for solution of the relationships are described, their relative ac-
curacies are noted, and the relative effort required for their application is discussed. Repre-
sentative references and subsystem parameter lists are included.
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APPENDIX A

Power

SYSTEM RELATIONSHIPS

The power subsystem furnishes the electrical power required by all other subsystems and
experiments. A checklist for the power subsystem appears as table Al. Relationships im-
portant for the power subsystem can be grouped into four categories: Source, load, time, and
configuration.

SOURCE RELATIONSHIPS

Since electrical energy must be converted from some other type of energy, the source of
this other energy and the conversion method must be considered. Certain sources dictate par-

ticular conversion methods, which may limit the power output available and/or the useful lifetime
of the subsystem.

The two types of conversion methods are defined below.
Direct Methods of Conversion

Direct methods are those which convert source energy to electrical energy with no inter-
mediate conversions. Examples include solar photovoltaic (e.g., solar cells), thermoelectric
(e.g., thermocouples), and electrochemical (e.g., batteries) methods. Generally, these methods
are power limited.

Indirect Methods of Conversion

Indirect methods are those which convert heat energy to mechanical energy and then to elec-
trical energy. This conversion can be based on various thermodynamic cycles (e.g., Rankine,
Stirling, Brayton). Generally, these methods are weight and/or cost limited.

LOAD RELATIONSHIPS

Load relationships are concerned with the overall requirements of the individual loads that
must be satisfied. Of primary concern are the total power output capability required of the sub-
system, the number and types of individual outputs required, and the relationships of the peak and
average power demands. These overall requirements can greatly influence the subsystem con-
figuration. As an example, the requirements may dictate the use of individual regulators or in-
verters in preference to central ones.

TIME RELATIONSHIPS

Time relationships fall into two categories that may be termed "preparation time' and ''re-
covery time."

The preparation time includes such things as the initial warmup or startup period required
for the heat source in an indirect conversion system or the time it takes an engine to come up to
speed; it also includes dormant and standby periods. The recovery time refers to the period
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required by a device to return to its normal operating conditions during and after some interruption;
it includes use periods. The charge time of a battery falls into both of these categories because it
requires both an initial charge period (preparation time) and recharging after some given amount of
use (recovery time).

CONFIGURATION RELATIONSHIPS

Configuration relationships involve the major configuration differences that exist, depending
on whether a power subsystem is classed as a power supply or as a power plant. One way of
distinguishing the difference is by size. A power supply can provide power in the watt range or,
at most, up to a few kilowatts. A power plant, however, usually provides power in the kilowatt
and megawatt ranges. Another way of distinguishing the difference is to note that subsystems that
utilize indirect conversion methods are normally classified as power plants; indirect methods
usually involve a sizable complex of hardware, which is justifiable for a spacecraft only if a large
power output is required.

The size, weight, and complexity factors for power subsystems do not relate linearly with
power output. For typical power supplies, these factors, per unit power output, rapidly tend to
become unreasonable as the output approaches and exceeds the 1-kilowatt range. For power
plants, on the other hand, the same factors, per unit power output, tend to be excessive in the
low-kilowatt range, but become more reasonable (on a basis of per unit power output) at higher
outputs. These relationships may create significant problems in terms of the influence of system
configuration choice. The problems are likely to be especially acute in the ''grey area' of power
output requirement, where neither type of power subsystem represents a clearly superior ap-
proach.

SUBSYSTEM PARAMETERS

Table A2 is a list of subsystem parameters and related system parameters. Very few
parameters are involved at this level because a power subsystem configuration depends more on
the state of the art than on the solution of mathematical parametric relationships. There are few
practical power conversion methods available at the present time (i.e., solar cells, batteries,
fuel cells) and relatively few on the horizon (i.e., nuclear methods); thus, the parameters given
in table A2 provide sufficient information for this limited choice. The subsystem design is not a
simple task, but the major portion of the effort is in configuration and provision of specifications
for design at the lower levels.

ANALYSIS TECHNIQUES

No single analysis technique (such as the root-locus method used in control subystems) is
consistently applied to power subsystems. Rather, a wide variety of numerical and algebraic
procedures is used under different circumstances.

Table A3 presents possible types of analyses and pertinent information applicable to both
power supply and power-plant design. Past experience indicates that the analyses required for
power-supply design are generally simple and can often be handled manually. (See refs. Al to
A21))

Since power-plant design for space vehicles has not yet reached an advanced state of prac-
tice, extrapolation from other areas must be used. Fortunately, several of these other areas
(e.g., shipboard power plants and power-plant systems for aircraft) are well enough established
for these extrapolations to be realistic.
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3.1

3.2

3.3

Configuration

a.

i

® -0 Qo

Source, solar (photovoltaic or thermionic), battery, fuel cells, nuclear fission,
isotopes, engine/generator, furnished by power service (ground only), or some
combination of sources

Central or individual regulators, converters, inverters, and number of each (if
any) required

Source connection method and failure protection

Backup or alternate emergency source

Starting method

Power requirements of other subsystems

Attitude control requirements

Time considerations

o e

50 0

Required mission life

Stand or storage time; may cause special charging of batteries to be required
Preparation time; includes prelaunch charging, warmup time, and time required
to come up to speed (engine generator sources only)

Cycle life or duty cycle, on-time/off-time and its effects on charging requirements
and power consumption

Lightness /darkness time required to determine solar cell configuration

Switching time required to bring in alternate source

Power use-time profile

Recovery time

Output parameters (ac or dc)

a.
b.

Number of outputs required
Regulation, static and dynamic

Output parameters (dc only)

(DP..OU"N

Polarity, positive or negative

Nominal voltage level and tolerance

Ripple, millivolts peak-to-peak of ac component impressed on dc level
Transients or spikes, millivolts peak-to-peak impressed on dc level
Power required of each output, watts, watt hours, amperes, ampere hours

Output parameters (ac only)

o Q0o

= 50 s

Voltage outputs, average, peak-to-peak, rms

Frequency, cps

Phases, 1¢, 3¢, special

Power factor

Power, watts, watt hours, amperes, ampere hours, volt-amperes, average and
peak

Wave shape, sinusoidal, square, saw tooth

Distortion

Harmonics

Spikes and transients
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Table Al.—Power Checklist—Continued

Input parameters

8o oW

Light incidence on solar cells

Power, watts, Btu, hp

Type of fuel(s)

Environmental radiation, type and amount

Subsystem internal parameters and considerations

- T ST R ol |~ RS ¢ B o FE o B e <

“pEFigcwnravop’

Allowable battery discharge depth

Discharge rate

Discharge capacity

Excessive discharge protection

Battery charging capacity

Battery charging rate

Excessive charge protection

Charge-discharge efficiency

Marginal testing capability

Battery dark time load, watts, watt hours, amperes, ampere-hours
Insulation resistance, ohms, between output terminals

Individual battery capacity and output, volts, amperes, ampere-hours, watts,
watt-hours

Solar cell output, volts/cm? and capacity

Efficiency of converters (percent)

Efficiency of inverters (percent)

Efficiency of regulators (percent)

Overall power supply efficiency (percent)

Remote sensing

Short circuit protection

Surge protection

Stability

Overshoot

Transient response of regulators, inverters, converters, charging circuits
Temperature coefficient

Thermal control requirements

Typical equipment found in subsystem

c PR R0 T

Solar cells

Batteries

Nuclear power generators

Fuel cells

Reflecting mirrors

Converters

Inverters

Regulators

Switchgear and circuit protections
Cables and connectors
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Table Al.—Power Checklist—Concluded

7. Subsystem parameters and performance factors that can affect devices external to sub-
system

a. Effects of age; pressure, gravity, and temperature on battery or fuel cells (leak-
age, outgassing, generation of byproducts); control, containment, or minimization
of these effects; mass change of cells due to leakage, evaporation, outgassing
Turn-on/turn-off transients

c¢. TFuel storage method

8. Effects of other subsystems on power subsystem

a. Checkout and instrumentation requirements
b. Umbilicals and external power systems
c. Balance of external loads

Table A2.—Power Subsystem/System Relationships

Subsystem parameter Related system parameter Relationship
Output
Power Payload utilization Evaluation of these pro-
profile files allows the determi-
nation of the power con-
Support equipment sumption at various
utilization profile phases of the mission.

Peak and average re-
quirements can be pre-
dicted and the range of
voltages that will be re-
quired can be estimated.

Accuracy Payload sensitivities This is a qualitative rather
than quantitative evalua-
tion in that the required
accuracy range is de-
termined in test.

Input

Source energy available Trajectory The required subsystem
lifetime and available
external energy sources
(e.g., solar energy) can
be evaluated.

Weight Weight This evaluation should de-
termine what restric-
tions are imposed.

Envelope Envelope Same as above.
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APPENDIX B

Communications and Data Handling

SYSTEM RELATIONSHIPS

The communications subsystem transmits and receives information (e.g., by voice, video,
or digital code) between remote points. The information content (data, commands, etc.) is re-
lated to the state of knowledge (ability to interpret signals) of the receiver.

Communication proceeds by the modulation of an energy flux. Because of interference from
the Earth's atmosphere, only certain wavelengths propagate freely in space. These are pri-
marily the ones from about 3 meters to 3 centimeters, certain infrared bands, and the visible
optical region.

A one-way link in a communication system consists of a transmitter, a propagating medium,
and a receiver. The communications subsystem may be a network of such links or of two-way
links, in which information flows in opposite directions through a pair of one-way links. The sub-
system may also contain repeaters which retransmit received data. Delays may occur when data
are recorded and stored for a time before transmission, when data are generated faster than they
can be transmitted, or when data are codified for transmission.

The two unavoidable limitations in deep-space communications are (1) the total energy re-
quired by the transmitter and (2) the delay that occurs when signal waves travel great distances
in space. This delay may amount to several minutes and thus restrict conversation and remote-
control operation.

Table Bl lists communications and data-handling parameters that relate to the system pa-
rameters.

PARAMETER RELATIONSHIPS

The following paragraphs present a broad discussion of the interrelationships between the
input/output parameters (see table B1) and the internal parameters of the subsystem (see table
B2).

Capacity is the maximum rate at which information (in either analog or codified form) may
be transmitted through a communication link. In the analog case, capacity is specified in terms
of bandwidth, as in a speech link; in digital links, capacity is specified in terms of symbols per
second or bits per second. Capacity is not always the same as the data rate, however, because
redundant symbols with no message value may be present. Similarly, an analog link, such as
wideband frequency modulation, may utilize much greater bandwidth in transmission than in the
output message.

Fidelity is the accuracy of the received message as compared with the source message. The
fidelity of the received message is often improved by redundancy. In a digital link, the error rate
(the proportion of incorrect symbols in a message) is a good measure of fidelity. The fundamental
limitation on fidelity is universal noise, which is significant at points where message energy level
islow. The critical parameter is the signal-to-noise ratio, the ratio of message (signal) energy to
noise energy. For analog links, the output signal-to-noise ratio is a good measure of fidelity.

Distortion may cause a link to depart from a true analog, even when noise is small. Dis-
tortion arises from natural effects in propagating media and from equipment. Digital systems
suffer from distortion because of propagation effects that cause errors when separate symbols
overlap in reception.

Another limitation on fidelity is interference, which is signal energy from other artificial
sources. Crosstalk interference occurs when a link having a number of simultaneous operations
interferes with itself.
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Signal energy is smallest at the input to the receiver, and it is at this point that the signal-
to-noise ratio is determined. The total noise flux is the flux due to all sources, for example:

(1) Atmospheric noise
(2) Galactic noise

(3) Solar noise

(4) Plasma noise

(5) Man-made noise
(6) Receiver noise

Signal energy is maximized by employing a large receiving aperture (area) oriented perpendicu-
larly to the direction of the signal flux, so that the receiver collects energy from the direction of
the transmitter.

Directivity is a function of aperture and wavelength. The contribution of noise flux from
other directions is reduced. The total noise flux varies with the parameters of bandwidth, loca-
tion, wavelength, directivity, and angle. With a given fidelity, the required minimum signal flux
follows from the required minimum signal-to-noise ratio.

The transmitter directs radiation toward the receiver by the use of directivity. The re-
quired effective radiated power is related to the transmitting directivity and the minimum signal
flux by the path loss. The path loss depends on transmitting directivity and angle, receiving
directivity and angle, wavelength, range, and location, as well as on environmental factors such
as:

(1) Atmospheric losses

(2) Plasma losses

(3) Scattering losses

(4) Rotation of polarization
(56) Multipath interference

The required transmitter power and efficiency may lead to requirements for cooling capacity
that have a significant effect on the vehicle's weight and envelope. Efficiency will be found to de-
pend on wavelength relative to the state of the art in transmitters. Large apertures will also
have a significant effect on weight and envelope.

Because the range and angle of a space link vary, it is necessary to track one or both end-
points. The range rate determines the apparent wavelength due to Doppler effect. Before com-
munication begins, highly directive apertures must be brought into alinement, and receivers
must be tuned to the appropriate wavelengths.

The total message delay depends on coding delay, storage delay, propagation delay, and
acquisition delay. By the use of sufficiently elaborate error-correction coding, it is theoretically
possible to communicate with good fidelity in the presence of noise. Delays caused by coding are
called "coding delay." Ordinary data systems must usually store data before transmission, and
thus storage delay arises. Signals spanning great distances in space will incur appreciable prop-
agation delay. Finally, before a link can be used it must be free from maintenance shutdowns,
the apertures must be brought into alinement, exact angles and range rates must be established,
and adjustment must be made for variable factors such as Doppler wavelength shift; this delay is
acquisition delay.

Coverage refers to the fraction of time the endpoints of a communication link are in contact.
The coverage depends on location, maximum range, angular limits, angle rate, and range-rate
limits, if applicable.
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Security is the relative freedom from loss due to active or passive intervention by undesired
parties in a communication link. Security depends primarily on coverage and also on directivity
and minimum signal flux. Link capacity, fidelity, delay, and coverage depend on security.

Duty cycle is the relative proportion of time that a link is in operation. Generally speaking,
performance in terms of other parameters increases as duty cycle increases. In some cases,
however, security and reliability decrease with duty cycle.

ANALYSIS TECHNIQUES

Table B3 presents the various types of analysis procedures used in deriving the communica-
tions and data-handling subsystem requirements at the subsystem and lower levels. Tables B4,
B5, and B6 present the relationship categories applicable to the various parameters. Table B7
is a communications and data-handling checklist. References Bl to B92 contain background ma-
terial on this subject.
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Table Bl.—Communications Subsystem Input/Output Parameters

Parameter

Capacity
Fidelity
Delay
Transmission frequency
Coverage
Security
Duty cycle
Power
Reliability
Weight
Envelope

B w N

= o Ww w10 O

-

Table B2.—Internal Parameters of Communications Subsystem

Parameter
1. Wavelength
2. Bandwidth
3. Data rate
4. Signal-to-noise ratio
5. Distortion
6. Error rate
7. Storage delay
8. Coding delay
9. Propagation delay
10. Acquisition delay
11. Location
12. Range
13. Range rate
14. Angle
15. Angle rate
16. Aperture
17. Directivity
18. Noise flux
19. Signal flux
20. Path loss
21. Effective radiated power
22. Efficiency
23. Polarization
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Table B4.~Parameters Related Linearly

Parameters

Capacity — bandwidth

Capacity — data rate

Delay — propagation delay
Propagation delay — range

Duty cycle — power

Bandwidth — data rate

Total noise flux — bandwidth (usually)
Signal-to-noise ratio — signal flux

Signal flux — directivity

[u—

Signal flux — aperture

-
o=

Aperture — directivity

[w—y
Do

Efficiency — power

-
2]

Signal flux — effective radiated power

Table B5.—Parameters For Which Empirical Relations Are Used

Parameters

Capacity — fidelity

Security — coverage

Total noise flux — wavelength

Total noise flux — angle

Total noise flux — location

Path loss — location

Capacity — output signal-to-noise ratio
Total noise flux — directivity

Efficiency — wavelength

OQO@\"I@UI!-POJNP—‘

—

Efficiency — bandwidth




Table B6.—Nonlinear Parameter Relations

COMMUNICATIONS AND DATA HANDLING

Parameters

W b e

[ = N e o o
© o =\ ;> ;o W

S W o 1 o W»

Delay — storage delay
Delay — coding delay
Delay — acquisition delay

Directivity — wavelength

‘Capacity — signal flux

Capacity — noise flux

Signal flux — wavelength
Signal-to-noise ratio — wavelength
Path loss — wavelength

Path loss — range

Path loss — angle

Reliability — duty cycle

Bandwidth — signal-to-noise ratio
Bandwidth — fidelity

Distortion — signal-to-noise ratio
Error rate — signal-to-noise ratio
Range rate — acquisition delay
Angle rate — acquisition delay

Angle rate — acquisition delay
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APPENDIX C

Thermal Control

The thermal-control subsystem maintains the temperature of the components of the system
(i.e., usually the internal volume of a vehicle or structure) within an acceptable working range.
Because thermal-control capability for ground equipment is already highly developed, this dis-
cussion primarily concerns spacecraft. A thermal-control checklist (table C1) appears at the
end of this appendix.

REQUIREMENTS FOR SPACECRAFT THERMAL CONTROL

Most components on a spacecraft are electronic and are nominally capable of operating over
temperature ranges from 150° to 200°F. However, the reliability levels required for spacecraft
place restrictive limits on the allowable internal temperatures because of two major factors:

(1) The use of special components whose performance is very temperature sensitive and (2) the
severe effect of temperature on the reliability of electronic parts. An example of a component
whose performance is very temperature sensitive is the sealed nickel-cadmium battery; this
battery suffers a significant loss of capacity at temperatures below 20° to 25°F and above 80° to
90°F. The performance parameters of liquid and solid propellants are also highly temperature
sensitive. With respect to the second factor, it is generally accepted from experience that the
reliability of electronic parts is related to temperature by means of the Arrhenius Law (that is,
an increase in temperature increases the failure rate exponentially). Instrument calibrations and
the necessity of keeping the circuits in tune over ranges of temperatures also require close con-
trol of spacecraft temperatures. Gyros, stable oscillators, photomultipliers, and Vidicon tubes
are components that require close temperature control.

Sometimes the thermal requirements may be met by the local control of tem t
commonly, however, the affected components are spread so widely in the spacecraft that local
control of temperature is not a feasible solution.

TYPES OF THERMAL CONTROL
PASSIVE

Passive thermal control is obtained by regulating the heat-transfer process between the
spacecraft and its environment and within the spacecraft itself. Thus, the radiation heat-transfer
process between the solar radiation flux, the planetary thermal surface flux, the albedo thermal
‘flux, and the spacecraft outer surface is regulated by controlling the spacecraft thermal prop-
erties. The significant properties involved are the effective emissivity, absorptivity, and re-
flectivity of the surfaces over the spectra of the fluxes. Internal radiation heat-transfer
processes may be controlled by controlling the internal geometry of the spacecraft and/or the
internal surface properties of the spacecraft. Internal conduction heat transfer may be con-
trolled by exercising control over the thermal conductivity of the structural members and the
contact resistance at the joints.
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ACTIVE

Mechanical control surfaces are widely used for the present generation of spacecraft. They
may be categorized into two groups; the first group involves pseudo-passive surfaces (no vehicle
power is required to activate the control), and the other group requires vehicle power for actua-
tion.

Mechanical thermal-control surfaces usually consist of a combination of two coatings on the
two surfaces that move relative to each other. Generally, one surface has a high absorptivity-to-
emissivity ratio, and the other, a low ratio. As the vehicle and the corresponding surface cool,
more surfaces with high absorptivity-to-emissivity ratio are exposed, and so an absorption of
solar energy greater than its emission results; consequently, the spacecraft warms. The re-
verse process takes place as the spacecraft reaches a warmer temperature range. These con-
trol surfaces may be classified according to geometry and movement; for example, (1) rotary
surfaces (e.g., the Maltese cross), which facilitate their application to single or double curved
surfaces and (2) linear surfaces (e.g., grates and linear blinds or shutters), which are particu-
larly adaptable to surfaces having relatively large flat areas.

The pseudo-passive drive devices are usually controlled by a bimetallic strip or spring,
whereas the actively driven surfaces are generally controlled by a servomechanism that utilizes
a temperature sensor. The spacecraft power supply produces the drive forces for the latter.

Active radiators may be used to increase or improve the available heat dissipation area.
Fin-tube fluid radiators and endless-belt radiators are typical active thermal-control systems.
The analytical techniques required to design these radiators are similar to those used to design
the ground radiator systems. It may become possible for larger spacecraft to utilize internal
heat-transfer systems that involve the flow of a mass such as circulating coolant. Again, the
analytical techniques required for the design of such systems are similar to those for the ground
systems, and thus no detailed coverage is included here.

BASIC HEAT-TRANSFER ANALYTICAL TECHNIQUES REQUIRED
FOR SPACECRAFT THERMAL DESIGN

Spacecraft thermal design involves the establishment of the surface and internal temperature
profile of the spacecraft, with consideration given to active thermal-control units, if they are in-
volved. The basic analytical techniques that apply to passive thermal-control analysis also apply
to mechanical active thermal-control analysis; thus it is unnecessary to distinguish in this dis-
cussion between the kinds of thermal control.

THERMAL CONDUCTION HEAT TRANSFER

The basis for conduction heat-transfer analysis is the Fourier-Poisson heat conduction
equation. With time dependency (transient conditions), the resulting differential equations are
generally too complex for direct use in analysis. Exact solutions for solids of various shapes
are published, but computations are tedious. For example, the solution for a finite hollow cyl-
inder contains an infinite series whose terms involve roots of a transcendental equation in Bessel
functions. However, the Fourier-Poisson equation can he written as an algebraic equation by
making use of the LaPlace transform. Approximate methods offer the only practical means for
solving transient-heat-conduction problems. Such practical methods are based on graphic, nu-
meric, and analogic means. The most practical analog is the analogy which can be made between
heat-flow fields and electric current.

The general Fourier-Poisson equation for transient heat conduction is
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dT <82T d2T aZT)

ol .
t ax?  dy? dz?

o k/we determined by material properties
k thermal conductivity

w specific weight

c specific heat

T temperature

t time

X

Graphic solution methods are based on the finite difference technique; that is, the derivative
is replaced with a finite difference. Since partial derivatives of temperature with respect to both
time and spatial quantities exist in the Fourier-Poisson equation, it is necessary to use that finite
difference of temperature with respect to both time and distance. The graphic procedures are
simple in one-dimensional problems but are rather complex in cylindrical coordinates, especially
when the problem of the cylindrical interface of different materials is encountered. Reference C1
presents an adequate discussion of the graphic procedure. The graphic method has the advantage
of simplicity; irregularities in temperature distribution or variations in thermal properties are
easily accounted for by simple scale adjustments, and minor errors tend to be spread and aver-
age out as the solution proceeds. Accuracy depends on the fineness of time and space intervals,
choice of scale, and precision of the graphic construction. However, there is one serious limi-
tation; time and space intervals must be so related that AT /Ax% = 1/2 in the Cartesian coordi-
nate system and similarly in the cylindrical system. A free choice of time and space intervals
is not possible in the graphic method, as one is fixed by the other. Furthermore, graphic con-
struction necessary for obtaining the precision desired may be time consuming. Numerical pro-
cedures, although generally more costly than graphic methods, in this case are more desirable
since they are amenable to the precision of computer solution.

Numerical procedures use digital computers to carry out the repetitive finite-difference
solutions for the Fourier-Poisson equation. Explicit solutions in which "each future tempera-
ture is considered an explicit function of the present temperature of the region in question and
of the other regions in thermal contact" are restrictive in that neither is a free choice of time
and space interval possible nor is the simple guide oAT/Ax% = 1/2 adequate. Instead, stability
criteria must be established if disconcerting oscillations in the solution are to be avoided. On
the other hand, implicit solutions in which "future temperatures are functions simultaneously of
each other and the present temperature taken singly' have been shown to be stable for any mesh
size in time and space. Reference C2 is an example of the implicit numerical method, which has
at least one drawback; it involves the definition of many numerical relations, and the resulting
solution is unwieldy. References C3 and C4 are good general references for numerical pro-
cedures.

Numerical Techniques

A variety of numerical techniques is available. Reference C5 shows a computerized nu-
merical solution technique. This computer program is a one-dimensional transient conduction
program that allows for variation of the material properties and heat source with temperature
and time within a maximum of 10 regions and over a maximum of 50 mesh intervals. Since this
program does not include expressions for computing radiation heat transfer, it is necessary to
express radiation heat loss as an "equivalent conductive heat loss." An equivalent conductivity
can be computed by equating a conduction equation to the general radiation equation and solving
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for the conductivity. This solution results in a cubic equation in temperature which can be han-
dled by the computer program.

Analog Techniques

At least two conditions must be satisfied to establish a valid field analog: (1) The differential
equations describing the two fields in question must be similar and (2) the physical boundary con-
ditions must be related. The first practical method for representing transient heat conduction by
an electric analog was indicated in 1936 by the Dutch engineer Beuken. He recognized that a
scale factor could be introduced to allow use of practical values of electric resistors and capaci-
tors without altering the results provided that the time intervals were altered in the same pro-
portion. This provides for automatically proceeding (in time) solutions by use of electric re-
sistors and capacitors to simulate their counterparts (thermal resistance and mass) in the
thermal field.

A new electric analog for transient heat conduction was first mentioned by Liebmann of
England in 1951. He described this analog as an electric resistance network representing the
difference equations defining the problem to be solved. In a Liebmann resistance network, volt-
ages approximate temperatures, network resistors approximate spatial features, and series
resistors approximate the thermal constants of the heat conduction paths. The voltages corre-
sponding to initial temperatures are impressed at the boundaries and throughout the analog at the
free ends of the series resistors. The new potentials, corresponding to new temperatures after
At, will appear at the nodes of the network resistors. By applying these new potentials to the
boundaries of the series resistors the process may be continued for nAt intervals of time. A
practical resistance network analog for the solution of one-dimensional, transient heat-transfer
conduction problems might be as follows: (1) Set all network resistors to simulate the steady-
state thermal resistances of the problem; (2) set all series resistors to simulate the transient
phase of the problem; and (3) set the electric potentials to simulate the initial temperatures at the
various spatial positions in the thermal problem.

The Liebmann analog method closely parallels the Binder-Schmidt graphic procedure in that
finite intervals of both time and space are used. This attribute of increasing time in discrete in-
tervals allows great flexibility in complex problems of transient heat transfer. The Liebmann
analogy is based on implicit (backward difference) relations, so that freely chosen time and space
intervals may be independent of any stability criteria that restrict both the graphic and the explicit
(forward difference) numerical methods. (Complete descriptions of these methods are given in
refs. C6 to C10.)

Graphic Techniques

The procedure employing graphic techniques is also based on the finite difference solution to
the differential equation. Let any plane figure be divided into an arbitrary number of finite equal
intervals of thickness Ax. Let time be stepped by arbitrary but finite intervals At. Consider the
actual temperature distribution to be represented by a series of straight lines connecting the tem-
peratures at the boundary planes of the space intervals.

Reference C1 gives a complete description of this method. The forward difference approxi-
mation, otherwise referred to as the explicit method, is utilized. If the term 2wAt divided by
Ax? equals 1, then the new temperature position x, at time t + At, equals the temperature at x - Ax
at time t plus the temperature at x + Ax at time t divided by 2; hence a rather simple iterative
procedure is involved. When there are area variations, as in a cylindrical section, certain scale
modifications must be defined before the Binder-Schmidt straight-line graphic procedure can be
applied. When there are variations in thermal conductivity, as with heat flow through a metal
pipe wall surrounded by a layer of insulating material, certain refinements must be made before
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the straight-line graphic method of finite differences can be used. However, these procedures
have been derived and are workable.

Analytical Techniques

The general heat-transfer problem applicable to a spacecraft is one in which conduction and
radiation are the two mechanisms of heat transfer structured within a problem wherein there are
time-dependent heat sources and time-dependent boundary conditions. This type of problem is
very difficult to solve, and, in general, its solution requires the use of an approximation such as
the solution of a series of steady-state problems. An analytical technique has been developed for
solving the time-dependent problem by considering only conduction heat transfer (ref. C11).
Briefly, reference C4 consists of a procedure for extending the separation-of-variables tech-
nique to heat conduction problems with time-dependent heat sources and boundary conditions. A
modification of the "separation' method, similar to the one made when seeking vibration solutions
and applicable to linear partial-differential equations, transforms problems of this general class
into a set of transient and steady-state subproblems for which solution methods are well estab-
lished. Results take the form of quasi-static expressions superimposed upon a product series
involving characteristic functions of the corresponding uniformly excited cases. The method is
thus suitable for extending existing solutions to time-dependent heat source and end conditions,
as well as offering an alternative approach which is sometimes more convenient than the better
known integral methods.

THERMAL RADIATION

The term ''radiation' here describes energy transmitted by means of electromagnetic waves
in the thermal spectrum. When radiation impinges on a surface of a body, it is partially ab-
sorbed, partially reflected, and, if the body is transparent, partially transmitted. The relation
between the absorbed, reflected, and transmitted energy is, according to the law of conservation

atr+t=1
where

a  absorptivity (that is, the fraction of the incident radiation absorbed)
reflectivity
t transmissivity

The relative magnitudes of a, r, and t depend not only on the surface characteristics, body ge-
ometry, and the material, but alsc on the wavelength. The reflection of radiation from a surface
may be either diffuse or regular. In regular reflection the angle of incidence of a radiation ray
is equal to the angle of reflection. However, regular reflection occurs only on highly polished
surfaces, and most materials used in engineering practice are rough. The reflection of an in-
cident bundle of rays from a rough surface is very nearly isotropic, that is, distributed indis-
criminately in all directions. The analysis of radiation problems is considerably simplified
when limited to diffuse radiation, and in the following discussion it will be assumed that reflec-
tion and emission are diffuse.

Kirchhoff's law states that no surface can absorb or emit more radiation than can a black
one. The black body is therefore an ideal radiator that absorbs all of the incoming radiation. A
corollary of Kirchhoff's law is that the absorptivity and the emissivity of any body are equal, or
a=e. For a black body both a and e are equal to 1. The surface element of a black body radiates
diffusely in all directions. Total rate of emission per unit area and unit time is called the emis-
sive power E. It varies with the fourth power of the absolute temperature according to the rela-
tion

E =oT!




66 MISSION REQUIREMENTS PROFILES

where o is the Stefan-Boltzmann constant whose value is 0.1714 x 10'8, E is in Btu/hr—square
foot, and T is in degrees Rankine. Reference C12 is an excellent reference for radiation heat
transfer as applied to the thermal control of spacecraft.

The three basic methods for thermal-radiation analysis are closely related and differ only
in their point of view. The most widely used method is that of Hottel presented in reference C13.
In reference C14 this method has been extended to include gaseous radiation with space variations
in the temperatures of the bodies participating in the exchange process. Hottel's method, when
applied to a system of n gray bodies, yields a series of equations for n® transfer quantities,
which can be solved to obtain equivalent shape factors and to calculate the rate of heat transfer
between any two radiation surfaces. The second method makes use of the analogy between radia-
tion heat transfer and electric circuits. It is a network method originally proposed by Poljak in
1935 and subsequently refined by Oppenheim (ref. C15). It is most convenient for black-body
problems but may also be used if an analog computer is available to obtain numerical solutions
for radiation between gray surfaces. The network method can also be applied to radiation in
enclosures with surfaces having wavelength-dependent radiation properties (ref. C16). In ref-
erence C17 a method similar to Hottel's approach is described. However, with the use of cer-
tain reciprocity relations the amount of labor required in obtaining a numerical solution is
reduced. These methods can only be applied to systems in which the radiation is diffuse or
isotropic.

Network Method

The basis of the radiation network method is the analogy of the black-body emissive power
as electric potential and the surface shape factor as the branch conductance between two nodes
at potentials Ei and Ej exchanging a current qij' Because of the reciprocity relation, the con-

ductance is independent of the direction of flow. In the case of a reradiating surface (i.e., a
surface which diffusely reflects and emits radiation at the same rate at which it receives radia-
tion), the equivalent network conductance may be used in place of the usual conductance. The
network method can also be applied to gray surfaces (see refs. C15 and C18). A good discussion
of the network method and typical network diagrams are presented in reference C12.

Determinant Method

The determinant method involves setting up the equations for the net rate of radiation heat
transfer for each surface as a function of the heat transfer with the other surfaces. In these
equations, the specific areas of each of the surfaces, their emissive powers, and a set of ab-
sorption factor coefficients (defined as the fraction of the radiation emitted by one surface which
is absorbed by the other) are involved. This fraction includes the radiation along all paths (i.e.,
reflections as well as re-reflections). Therefore, for each surface there is an equation. The
usual determinant method is used for solving the set of simultaneous equations. The availability
of a computer makes the determinant method a practical one for some structures, but for really
complex structures the network method may be most practical.

Orbital Considerations

For elliptic orbital paths, the altitude of the satellite in any orbit position can be calculated
if the eccentricity and the perigee altitude of the orbit and the radius of the parent body (gen-
erally a planet) are known. The computation of radiation to the satellite in orbit is simplified
if a coordinate system based on orbital parameters is established. Reference C19 presents such
a coordinate system treatment. Most industry thermal-analysis computer programs use the
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orbital parameter coordinate system. The principal objective of the analysis of the orbital path
of the spacecraft is the location of the sun vector with respect to both the satellite and the planet.
This is necessary’for the computation of reflected and direct solar radiation. It is then neces-
sary to fix the orientation of specific spacecraft surfaces with respect to the solar vector and the
planetary vector.

Thermal Similitude Techniques

Another approach to thermal analysis is an experimental one. A full-scale model of the
spacecraft (or a scaled-down version) is placed within a cold-wall vacuum chamber and is radi-
ated with simulated sunlight, simulated reflected sunlight from the Earth, and simulated earth
thermal radiation. With increasing booster capabilities, spacecraft may become so large that
full-scale models are no longer practical because of the size constraints on the space-simulation
chambers and the associated high-vacuum pumps, refrigerated walls, beams of simulated sun-
light, and associated equipment. Reference C20 presents an adequate discussion of similitude in
thermal models of spacecraft. The development in this reference results in four scaling factors.
Certain difficulties arise when the linear scale factor is altered: (1) Either the conductivity of
the materials involved must be altered by the same factor or (2) if the thermal conductivities are
kept the same in the model as in the full-scale version, the intensity of radiation must be multi-
plied by the scale factor to the 4/3 power, and the temperatures of the spacecraft must be multi-
plied by the scale factor to the 1/3 power. The practical difficulties of such an approach are
apparent, but it is likely that experimental analysis on scaled-down models will be important in
the future. Reference C21 presents a thermal similitude analysis which results in the develop-
ment of six independent prototype-to-model scaling factors. One of these factors involves the
thermal contact conductance. It is stated in reference C21 that the main advantage of thermal
modeling may come from its use in analyzing some particular thermal aspect of a design rather
than the complete design. Modeling is also useful in the experimental determination of radiation
exchange coefficients (that is, view factors). Modeling can be used to reduce or enlarge sur-
faces to convenient sizes for experimentation.

APPLIED METHODS FOR SPACECRAFT THERMAL DESIGN

All analytical techniques discussed in the preceding subsection on orbital considerations are
used for thermal analysis of spacecraft. Over the past few years, complete digital computer
programs have been developed by industry to utilize the network methods for solving problems
containing conduction and radiation heat transfer. Numerical techniques are utilized for solving
the finite difference equations involved in the network method, and the orbital position analysis
is generally handled by a subroutine. The necessary view factors are a required input to the
programs, and hand calculations based on geometric considerations are usually made. How-
ever, the mechanical integrator can be used as an aid in calculating these geometrical view fac-
tors. References C22 to C29 show the computerized analysis techniques presently used by
industry.
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Table Cl.—Thermal Control Checklist
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Configuration

a. Passive (thermal blankets, paints, finishes)
b. Active (louvers, shutters)

c. Combination of both passive and active

d. Growth potential

e. Localized thermal control for experiments and subsystems

Time considerations

a. On- and off-cycle times for heat-producing electrical systems

b. Radiation, from the Sun, Earth, space, etc. (i.e., time exposed to such radia-
tion)

Output parameters

Temperature level of components during mission (operating and nonoperating)

Input parameters

Specification requirements for various components (operating and nonoperating)

Subsystem internal parameters and considerations
a. Heat transfer characteristics (emissivity, thermal capacity, etc.)

b. Geometry and location of components

Typical equipment assemblies
a. Radiating surfaces

b. Louver

Parameters external to subsystem (input parameters)

a. Distance from Sun, Earth (solar radiation intensity)
b. Position in the solar system

¢. Atmospheric drag (if any)

d. Prelaunch time on pad
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APPENDIX D

Structure

The structure subsystem provides positional and structural integrity and protection to the
components of the system. Although certain structural techniques lack exactness of analytical
rigor, the use of safety factors in design and analysis and the performance of development tests
provide the necessary conservatism for obtaining reasonable assurance in structural hardware
at the sacrifice of weight and cost savings. As the mechanisms of failure and load distributions
on complex assemblies become better understood, more exact techniques for analysis, testing,
and weight and cost savings will be developed. The following discussion is divided into struc-
tural design problem areas. Each problem area is briefly described and the methods of solution
are discussed. A structure checklist is included as table D1 and additional information is given in
references D1 to D45.

MECHANICAL PROPERTIES - THERMAL AND CORROSIVE ENVIRONMENTS

Allowable properties for materials subjected to thermal and corrosive environments are de-
termed from extensive specimen test programs. Values presented in most publications repre-
sent test results at the low end of scattered data; thus a highly probability (90 to 99 percent) of
obtaining at least the specified values is guaranteed. Because of the scatter in the data and the
low values quoted, the assurance of load-carrying capabilities is high, but accuracy is poor.
This problem will be alleviated when probabilistic design replaces "safety factor' design. (See
refs. D1 to D3.)

MECHANICAL PROPERTIES —~ NUCLEAR ENVIRONMENT

The discussion on thermal and corrosive environments also applies to mechanical properties
of a structure in nuclear environments, except that problems associated with specimen test re-
sults are compounded. The major problem is that of obtaining at reasonable cost multiple speci-
men data which are representative of the true environment. Because data presented in most
references are based on a limited number of samples and cover a limited range, values of ma-
terial properties must often be obtained by extrapolation in untested regions or linear interpola-
tion over fairly large intervals when the relationship of environment magnitude to material prop-
erties is not linear. (See refs. D2 and D4.)

STRUCTURAL RELIABILITY

Structural reliability techniques could provide more accurate design and analysis than do
safety factor techniques because they account for probabilistic variation in applied loads and al-
lowable properties. Most present techniques consider the Gaussian distribution representative
for all random variables. However, before industry takes advantage of structural reliability
techniques, much effort must be expended on test programs to determine (1) accurate distribu-
tions (since Gaussian may not apply), (2) a standard analysis procedure for components and
assemblies, and (3) establishment of an allowable risk (probability of failure) criterion. (See
refs. D5 to D9.)
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MATERIAL PROPERTIES — SPACE VACUUM

See preceding subsection on mechanical properties in a nuclear « nvironment. An additional
factor of concern is the limited ability of test equipment to duplicate t e natural environment.
(See ref. D2.)

SHOCK AND IMPULSE LOADING

In recent years, major efforts have been made toward understanding and analyzing shock and
impulse loading. However, there exists neither a completely accepted technique for determining
the ultimate load capability of a complex structure that experiences an impulse load nor a stand-
ard technique for relating shock load-carrying capabilities to static load-carrying capability over
the impulse loading time range. The standard design method is the design and testing of full-
scale development hardware; this method keeps the cost at an acceptable level and affords some
assurance, but it lacks exactness. (See refs. D4 and D10.)

THERMAL STRESSES

The straightforward technique for analyzing structure for thermal stresses is found in many
standard textbooks. It is also rather easily used for composite structures, where the differences
in thermal expansion coefficients, moduli of elasticity, and material thickness are the principal
variables. The main difficulty associated with thermal stress analysis is the analytical determi-
nation of the temperature distribution, which is tedious when done manually. However, with
computerized techniques good estimates can be obtained rapidly. (See refs. D2 and D11 to D14.)

RADIATION SHIELDING

The work associated with radiation shielding may be divided into three major areas of con-
cern: (1) The distributions of dosages to be expected (depending on calendar year and month,
location in space, orientation of axes, etc.); (2) the representative allowable dosage levels for
spacecraft components (depending on time of exposure, flux, etc.); and (3) the least weight, least
cost, or most effective method for shielding. Measurement of dosages and their distributions
with time is progressing but is limited by the number of satellites and space probes (from which
such data must be derived). Allowable dosages for components are being determined by tests and
experience with satellites traversing the Van Allen belts. The major design problem is that of
providing enough shielding at the right time and place and at a cost and weight that are appropri-
ate to the mission objectives. The present trend is to predict when radiation levels will increase
and to take adequate measures (i.e., reorient spacecraft) to allow use of minimum-weight shield-
ing. (See refs. D2 and D4.)

GENERAL ELASTIC ANALYSES

General elastic analyses covering a broad class of problems are well defined and relatively
simple to use. All elastic analyses use the following assumptions: (1) Stress is proportional to
strain (Hooke's Law), (2) the material is homogeneous, and (3) the deflections are small in com-
parison with the original dimensions. Many of the references contain sufficient theory for
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performing the analyses. The major improvement is the use of computers for complex structural
configurations. (See refs. D2, D10 to D12, D13, and D15 to D22.)

COMPUTERIZED ELASTIC ANALYSES

The application of computers to complex elastic analyses has permitted investigations that
were once considered too time consuming and costly. The computerized techniques make an im-
portant assumption in addition to those stated in the preceding subsection on general elastic anal-
yses; this basic principle is that, when idealized, any structure, however complex, may be
broken into sufficient numbers of substructures (bars, panels, and joints) which are amenable to
computer analysis. The three principal problems are (1) representative idealization, (2) an ade-
quate "bookkeeping'' system, and (3) the time, cost, and capacity of existing computers. How-
ever, computerized elastic analyses (which are being expanded to inelastic analyses) are a major
advance in structural engineering. (See refs. D3 and D23 to D26.)

TIME-DEPENDENT ANALYSES

Viscoelastic and creep analyses are being applied on a regular basis in industry today, for
example, in the analysis of solid propellant grains. Because of the detail involved, these anal-
yses also lend themselves to computerization and thus share many of the problems of computer-
ized elastic analyses. Two additional problems under investigation are (1) determination of
representative physical properties and (2) determination of realistic failure criteria. With ade-
quate safety factors these analyses provide assurances unobtainable in the past, and, as the
state-of-the-art develops, these safety factors can be adjusted proportionately. (See refs. D4
and D21.)

INTERNAL PRESSURE

The present techniques for discontinuity analysis of thin-walled (R/t > 10) pressure vessels
have proven to be accurate to within 5 to 10 percent. The latest advancement in this technique is
computerization. Areas presenting the most problems are thick-walled vessels and bosses in
thin-walled vessels, where stress distribution is to be determined. The use of photoelectric
analyses provides an effective technique for investigation of thick-walled structures under pres-
sure. (See refs. D10, D11, D20, and D27.)

AEROELASTIC EFFECTS
Design and analysis of rigid-body flight loads may involve errors of 50 to 100 percent if
aeroelastic effects are not considered. By using the structural rigidity (EI) as a basic measure
of resistance to aeroelastic effects, computerized analytical techniques can evaluate adequately
the structural response and hence the change to rigid-body flight loads. (See refs. D11 and D28.)

EXTERNAL THERMAL ENVIRONMENT

Before thermal stresses in internal structure are determined, it is necessary to determine
the external thermal environment due to high temperature trajectories and externally induced
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thermal effects (e. g., solar flares). Techniques presented in the references yield good first-
order approximations of the thermal environment. The more tedious task of determining the
circumferential temperature distribution requires greater time and lacks exactness. (See refs.
D2, D4, and D29.)

GUST AND WIND SHEARS

Traditionally, gust and wind shears have been determined by means of testing. References
D29 and D30 provide the values of the applied loads and the methodology for structural analysis
appropriate to these loads.

EXTERNAL PRESSURE

The determination of the value of the maximum external pressure created by flow over a
surface of revolution is well covered in the literature. The major problem in accurate determi-
nation of the pressing stresses is due to the unsymmetrical circumferential distributions which
are difficult to qualify exactly. This problem and the related one of structural buckling due to
unsymmetrical pressure loading are currently under investigation. (See refs. D2, D4, D31, and
D32.)

RIGID-BODY FLIGHT LOADS

The techniques used to determine rigid-body flight loads are found in intermediate textbooks
on stress analysis or mechanics. The loads generated are only as accurate as estimates of thrust
levels, drag coefficients, speed, and especially weight distribution and total weight. Where these
are accurately known, computations are usually accurate to within 5 to 10 percent. (See refs.

D2, D11, and D17.)

NOISE

References D29, D30, D33 and D34 give a comprehensive methodology for approximating
noise levels. The generation of noise is subject to many variables (configuration, rigidity, air
pressure, density, etc.), and therefore highly accurate determinations are difficult. Another
problem is the determination of the distribution both externally and internally, longitudinally and
circumferentially. At present, all approximate analyses must be verified by test and measure-
ment.

VIBRATIONS

The three major problems are (1) accurate prediction, (2) adequate theoretical analysis,
and (3) ability to perform representative tests. The most common methodology specifies a
sinusoidal environment in place of and hopefully encompassing the random environment. Vibra-
tion tests are performed to determine the resonance points, and then guidelines are used to in-
sure that these resonance points are damped out in the operating region; this method is costly and
time consuming, but necessary. (See refs. D2, D29, and D30.)
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METEORITE BOMBARDMENT AND PROTECTION

Currently, the two major efforts are determinations of (1) meteorite sizes and impact veloci-
ties and (2) the maximum amount of additional structural weight required for protection. The
large amount of statistical data from the space program is being related to periods of activity,
location in space, composition, etc. The analytical technique for determining the penetration ef-
fect on structure is presented in references D2, D29, and D30.

FATIGUE

On long missions, the problem of fatigue will be of major concern. To date there is no uni-
fied theory for accurately predicting fatigue. Research seeks to understand the failure mechanism
and the causes. The effort on dislocation theory seems promising; however, this work must be
developed before it applies to the R & D analysis of complex structures. Common approaches are
contained in references D4, D11, and D35.
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Table D1.—Structure Checklist

Configuration

Envelope (dynamic and static)

Weight

Inertia and ratio of inertias about different axes
Center of gravity

Relative location of subsystems

Mounting of components

Adapters and separation devices

Appendage experiment provisions

Growth potential

O IR I SO =

Time considerations

a. Lifetime requirements
b. Storage before launch
¢. Mission time and environments

Output parameters

a. Minimum deflection of structural elements
Withstand flight loads

Withstand mission environments
Separation equipment

Spin-up angular velocity

o o0 0

Input parameters

a. Flight loads

b. Separation signals

¢. Environments
Vibration—sinusoidal, random
Temperature range
Radiation

Subsystem internal parameters and considerations

a. Temperature generated by electric equipment
b. Vibration transmitted through the structure

¢. Shock loading transmitted through the structure
d. Materials

Typical assemblies

a. Spacecraft body
b. Spacecraft appendages (solar panels, experiment booms, gravity-gradient
booms)

System integration

a. Compatibility for use with booster
b. Ease of maintenance




APPENDIX E

Guidance and Control

The guidance and control subsystem (which includes attitude control, stabilization, guidance,
and flight control for the purposes of this discussion) performs all the pointing and path control
functions required by the system. It should be noted that pointing requirements for some portions
of a spacecraft, for instance, may be independent of those for the basic vehicle. This situation
can occur with elements such as solar panels, antennas, and experiment containers.

SUBSYSTEM PARAMETERS

The basic parameters which describe the required performance of the guidance and control
subsystem from the system standpoint are (1) accuracy (the limits within which a pointing direc-
tion must be held) and (2) relative stability (the maximum allowable angular rate between the
limits).

The subsystem accuracy parameter carries substantially the same connotation as does the
system accuracy parameter. The relative stability parameter introduces the specific considera-
tion of the subsystem response to nonnominal inputs and perturbations. That is, in order to
maintain the desired accuracy, the response of the subsystem not only must provide the desired
accuracy but also must exhibit stable response to spurious inputs. The subsystem ''speed of re-
sponse' parameter is influenced by the allowable drift rate.

A guidance and control subsystem checklist is given in table E1.

SYSTEM RELATIONSHIPS

The system parameters that impose requirements on accuracy and relative stability are pri-
marily (1) payload sensitivities and (2) trajectory. The sensitivities and resolution requirements
of the payload sensors impose limits on the errors allowable in their pointing directions and on
the maximum relative motion between the sensor and its target. The relative motion aspect
brings the trajectory parameter into consideration because the natural relative motion due to the
trajectory may influence the relative stability problem. (Table E2 presents some typical current
relationships between system requirements and requirements of attitude accuracy and drift rate.)

ANALYSIS TECHNIQUES

Numerous analytical techniques are available that permit the attitude control and stabiliza-
tion system (ACS) engineer to preview in some limited fashion the effectiveness of a postulated
ACS configuration. The central problem is to specify clearly the requirements that characterize
the desirable ACS for the application of interest. From the standpoint of dynamic qualities, the
control requirements may be categorized into three basic specifications: (1) Relative stability
expressed by the percent of the first overshoot and the number of overshoots, the peak value of
the closed-loop, output-input amplitude ratio, the gain and phase margins of the open-loop fre-
quency characteristics, etc.; (2) speed of response expressed in terms of time constants (rise or
settling time) or in terms of bandwidth (cutoff frequency or frequency of peak overshoot); and (3)
accuracy expressed in terms of the allowable error referenced to the controlled variable (maxi-
mum, average, or root-mean-square error).
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Other factors that influence the dynamics of the ACS can also be investigated to a limited ex-
tent via analytical techniques. These factors include the normal variations of the power supply
voltage and frequency and the profile of temperature, humidity, and other environmental condi-
tions.

Unfortunately, there is no concise way to represent and demonstrate analytically the overall
effectiveness of the optimum, near-optimum, or even the desirable ACS configuration. Often the
selected ACS design is not based on performance, but on reliability, weight, or cost considera-
tions.

References E1 to E7 are more recent general publications containing compilations of analysis
and design techniques for space-vehicle, attitude-control systems. Specific analytical techniques
are presented in the following subsections; separate groupings are made for linear and nonlinear
control systems, because the analysis varies for these two systems. Additional references for
further details are also given.

LINEAR SYSTEMS

Five basic techniques are most frequently applied in control-system analysis to investigate
stability characteristics. The underlying assumptions for these techniques are: (1) Most control
systems may be described approximately by a linear differential equation with constant coeffi-
cients and (2) a system so described is stable if the characteristic equation of the system contains
no positive real roots or complex roots with positive real parts.

Routh and Hurwitz Criterion

The Routh and Hurwitz method is a test to determine the number of roots with positive real
parts in the characteristic equation of the control system. The transfer function in the control
system is expressed in the form of a fraction with polynomials of s in the numerator and de-
nominator. The stability of the system is dependent on the location of the zeros of the denomi-
nator polynomial, which is of the general form

n-1 n-2

n
D(s)=a s +a S +a s +...+a,
(s) n n-1 n-2 0

The zeros of the polynomial are found as solutions of the equation D(s) = 0.

The major disadvantage of this technique is that it does not determine the degree of instability
or indicate what parameters might be changed to improve the system stability characteristics.
(For a step-by-step application, see ref. E3, pp. 309-314.)

Nyquist Stability Criterion

The Nyquist technique is applied by constructing a polar-plane plot of the open-loop transfer

function that takes the form
m j
+a s ) (co+...+c,s
1

G(s)H < I
(bo .+b s) <d0+...+dks>

The Nyquist stability criterion may be used for analysis of multiloop systems; by starting
with the innermost loop and proceeding outward one can determine the types of compensation re-
quired to improve the stability characteristics of a system.
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Bode Diagram

The Bode diagram presents the same information as that in the Nyquist diagram in a different
form. The Bode diagram of a given frequency function consists of two curves: the magnitude
curve, which is a plot of the magnitude of the function in decilogs against the logarithm of the fre-
quency; and the phase curve, which is a plot of the phase angle of the function in degrees against
the logarithm of the frequency. The relative ease of construction and the capability of accepting
a wide range of values with the logarithmic scale are advantages of the Bode diagram. (See ref.
E1, pp. 2-21 through 2-29 and 2-35 through 2-56.)

Nichols Chart

The Nichols chart is a graphical aid used in the analysis of open-loop frequency response
and closed-loop frequency response. (See ref. E3, pp. 350-351.)

Root-Locus Method

The root-locus method is particularly applicable to the analysis of transient response cor-
responding to a given frequency response. This technique involves the construction of a graphic
polar plot of the location of the closed-loop poles as a function of a gain factor. The degree of
system stability is determined by the change in the position of the closed-loop poles as the gain
factor is varied. The major disadvantage of this method is that it is time consuming.

NGNLINEAR SYSTEMS

If the nonlinearities of a system are not large, linearized approximation techniques are often
applied. However, in nonlinear systems certain phenomena occur that have no analogous corre-
spondence in linear systems. Brief discussions of four commonly used techniques follow. More
complete compilations of techniques are to be found in reference E4 (pp. 3.43 through 3.74) and
reference E5.

Describing Functions

Describing functions are analytical tools based on sinusoidal responses of nonlinearities. A
describing function is the ratio of the amplitude of the fundamental component of a nonlinearity to
the amplitude of the sinusoidal input to the nonlinearity. There are several disadvantages to these
functions: (1) Time-varying elements are not considered part of the nonlinearity, (2) generally,
only one nonlinearity can be properly accounted for; (3) transient response of the system is not
included in the analysis; and (4) if the input to the nonlinearity is a sinsoidal signal, only the
fundamental component of the output may influence the input signal through the control loop. (See
refs. E8 to E11.)

Phase-Space Technique

The phase-space technique is only concerned with second-order systems. The optimum
response is defined as the response that is completed in the minimum time with no overshoot.
The phase-space technique is a graphical solution of the following equation:

d2x(t) ( QX_> dx(t) ( %)-
e A\ e P\ 0

A plot of dx/dt as a function of x is constructed for various values of initial conditions,
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Limitations to this technique are as follows: (1) It applies to second-order systems only, (2)
only the time response to the initial conditions of the systems can be explored, and (3) the non-~
linearities can only be signal dependent. (See refs. E12 to E14.)

Lyapunov Techniques

The objective of the Lyapunov techniques is to determine whether a given system is stable,
and Lyapunov's method of examining the stability of a set of nonlinear differential equations is
used. The major advantage is that the nonlinear differential equations that describe the system
need not be solved. (See refs. E15 and E16.)

Numerical Solution Methods

Numerical methods are used when the transient response of the system is needed. Analog
and digital computers play a major role in the analysis of nonlinear systems because they not
only yield answers to the frequency-response problems but also indicate the allowable limits of
nonlinearities and limits due to functional and environmental variations of the elements compris-
ing the control system.
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Table E1.—Guidance and Control Subsystem Checklist

Configuration

a. Stabilization, active: spin

b. Stabilization, passive: gravity gradient, magnetic

c. Attitude control sensors; Earth, Moon, Sun, star sensors (intensity or horizon)
d. Attitude control error signal amplifiers

e. Attitude control actuators: thrust devices, reaction wheels, magnetic devices
f. Weight, size, center of gravity

g. Manual axis control (joystick)

Time considerations

a.

b.

Acquisition time for attitude control sensors; reacquisition time in the event of
loss of signal
Reliability — mission time

Input parameters (functional requirements)

a.

b.

Requirement
(1) Spacecraft attitude control per axis
(2) Solar array attitude control per axis
(3) Payload attitude control per axis
(4) Stabilization per axis
(5) Trajectory correction — midcourse maneuver
(6) Special attitude control requirements at encounter
(7 Initial angular velocity about each axis during acquisition mode
(8) Angular velocity about each axis during tracking mode
(9) Accuracy of alinement of each axis during tracking mode
0) Tracking override capability (command system signal to stop tracking and
start acquisition mode) per axis
(11) Solar pressure
(12) Vibration environment: sinusoidal, random
(13) Temperature range

(1

Trajectory-determined parameters
(1) External perturbations (Earth, Moon, Sun, etc.)
(2) Sensor scanning range (angular)

Subsystem internal parameters and considerations

a.

Method of and specifications for attitude sensing
(1) Earth horizon scanning

(2) Sun sensing

(3) Star tracking

(4) Inertial sensing

Method of and specifications for rate feedback
(1) Rate gyros
(2) Derived rate

Method of and specifications for actuation
(1) Cold gas expulsion
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Table E1.—Guidance and Control Subsystem Checklist—Continued
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5.

o

(2) Reaction wheel
(3) Magnetic torquer

Method of and specifications for stabilization
‘(1) Solar vane

(2) Spin stabilization

(3) Gravity gradient

Control methods during midcourse maneuver (autopilot, etc.)

Discrimination requirements for sensors; light gates, stellar intensity gates,
IR wavelength discrimination for Earth horizon sensors

Combination or separation of electronics for each channel (axis for which orien-
tation required)

Error signal amplification requirement

Reaction wheel parameters

Thrust device parameters

Redundancy requirements in view of reliability requirements and system con-
figuration

Spin stabilization; angular speed plus tolerance

(1) Spin speed resolution

(2) Spin-axis orientation accuracy

(3) Despin capability

Gravity gradient

(1) Orbital inclination

(2) Minimum number of inversions

(3) Eccentricity change capability

(4) Damping capability to reduce initial tumbling rates, damping capability to
damp-out transient disturbances

(5) Limit of steady-state librations from all natural disturbance torques

Typical equipment assemblies

a.

b.

Sun acquisition and tracking
(1) Optical system
(2) Sun sensors in pitch, yaw (acquisition and tracking)
(3) Sun gate
(4) Sun gate sensors
(5) Command system relays
(6) Pitch and yaw gyros
(7 Gyro transformer rectifier
(8) Pitch and yaw preamplifiers
(9) Pitch and yaw switches (actuator controllers)
(10) Switching amplifier compensator (derived rate) pitch and yaw
(11) Derived rate reset (pitch and yaw)
(12) Diode switch (pitch and yaw)
(13) Gas valves, nozzles (pitch and yaw)

Star acquisition and tracking
(1) Acquisition gate
(2) Optical system
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Table E1.—Guidance and Control Subsystem Checklist—Concluded

(3) Star sensor
(4) Mode command relays
(5) Roll preamplifier
(6) Roll switch
(7 Roll switching amplifier compensator (derived rate)
(8) Roll diode switch
(9) Gyro power supply (intermittent load inverter, 400 ~ 3¢-gyro transformer
rectifier)
(10) Roll gyro
(11) Roll gas valves and nozzles

c. Infrared horizon sensors (Earth, Moon, other planets)

(1) Sensor
(a) Temperature sensor: thermistor bolometer, thermopile
(b) Photoemissive detector: photomultiplier, Vidicon
(¢) Photoconductive detector: lead sulfide crystal

(2) Scanning device
(a) Rotating prism
(b) Rotating mirror
(c) Positor mirror

(3) Field current generator (positor)

(4) Dither oscillator (positor)

(5) Schmitt trigger

(6) Position amplifier

(7) Logic circuitry

(8) Voltage regulator

d. Midcourse maneuver
(1) Turn command generator
(2) Autopilots
(3) Autopilot power supply
(4) Propulsion system (midcourse engine)
(5) Spacecraft timer
(6) Thrust initiation (midcourse engine)
(7) Thrust termination (midcourse engine)
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Table E2. —Typical Attitude Accuracy and Drift Rate Requirements

L. Attitude Accuracy and drift
System mission .
references rate requirements
Observation of celestial Line of sight to Line of sight to observed
objects from Earth orbit observed object, object, + 0.1 sec; rotation
direction perpen- about line of sight, +1 min
dicular to line of
sight
Measurement of physi- Local vertical, Local vertical, +2°
cal quantities out to direction per-
60,000 miles while in pendicular to Orbit plane, +5°
Earth orbit orbit plane, line
of sight to Sun Line of sight to Sun, +20°
Solar measurements Line of sight to Oriented experiments
from low Earth orbit Sun line of sight to Sun, 1 min
of arc
Meteorological study Local vertical, Point accuracy of TV and
of Earth's atmosphere direction per- IR sensors, +1° (drift
from Earth orbit pendicular to must be less than 0.5°/sec)

orbit plane

24-hr satellite com- Local vertical Earth-pointing accuracy of
munications directional antenna, £1°
Low-to-medium-altitude Local vertical Radiation axis of symmetry,
communications +5° of local vertical
satellites
Venus probe Roll axis lies Pointing accuracy in reference
along Sun-probe directions (cruise mode):
line, pitch axis pitch and yaw, +1°%; roll,
perpendicular to +3.7°(at Earth-probe-Sun
Earth-probe line angle of 20° to 160°)

Pointing accuracy of high gain
antennas, +70 mrad (at up to
60,000,000 km)

Pointing accuracy of thrust vec-
tor (thrust mode), 80 mrad

Lunar probe Orientation of solar cells, 10°

Orientation of high-gain antenna,
20
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